KNOWLEDGE PROVENANCE: AN APPROACH TO MODELING AND
MAINTAINING THE EVOLUTION AND VALIDITY OF KNOWLEDGE

Jingwei Huang

A thesis submitted in conformity with the requirements
for the degree of Ph.D.
Graduate Department of Mechanical and Industrial Engineering
University of Toronto

Copyright (©) 2008 by Jingwei Huang



Abstract

Knowledge Provenance: An Approach to Modeling and Maintaining The Evolution and

Validity of Knowledge

Jingwei Huang
Ph.D.
Graduate Department of Mechanical and Industrial Engineering
University of Toronto

2008

The Web has become an open decentralized global information / knowledge repository,
a platform for distributed computing and global electronic markets, where people are
confronted with information of unknown sources, and need to interact with “strangers”.
This makes trust and the validity of information in cyberspace arise as crucial issues.

This thesis proposes knowledge provenance (KP) as a formal approach to determining
the origin and validity of information / knowledge on the Web, by means of modeling
and maintaining the information sources, information dependencies, and trust structures.
We conceptualize and axiomatize KP ontology including static KP and dynamic KP. The
proposed KP ontology, provides a formal representation of linking ¢rust in information
creators and belief in the information created; lays a foundation for further study of
knowledge provenance; provides logical systems for provenance reasoning by machines.
The web ontology of KP can be used to annotate web information; and KP reasoner can
be used as a tool to trace the origin and to determine the validity of Web information.

Since knowledge provenance is based on trust in information sources, this thesis also
proposes a logical theory of trust in epistemic logic and situation calculus. In particular,
we formally define the semantics of trust; from it, we identify two types of trust: trust
wn belief and trust in performance; reveal and prove that trust in belief is transitive;

trust in performance is not, but by trust in belief, trust in performance can propagate in
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social networks; by using situation calculus in trust formalization, the context of trust
is formally represented by reified fluents; we also propose a distributed logical model for
trust reasoning using social networks, by which each agent’s private data about trust
relationships can be protected. This study provides a formal theoretical analysis on the
transitivity of trust, which supports trust propagation in social networks. This study
of trust supports not only knowledge provenance but also the general trust modeling in

cyberspace.
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Chapter 1

Introduction

This thesis proposes knowledge provenance (hereafter referred to as KP) to address the
problem of how to determine the origin and validity of information /knowledge on the
Web by modeling and maintaining information sources, information dependencies and
trust structures. In the following sections, we introduce the background and motivations

of the research, the outline of this thesis and the major contributions.

1.1 Background and Motivations

This thesis is motivated by two tightly related problems. The first problem is how
to determine the validity of the information / knowledge on the web. Because of the
widespread use of the Web and the development of Web technologies and telecommu-
nication technologies, the Web has fast become an open decentralized global informa-
tion/knowledge repository, where anyone is able to produce and disseminate informa-
tion, so that the information on the Web may be true or false, current or outdated;
however, few tools exist to discern the difference. Information validity has become a
serious problem on the Web. For example, in 1999, two individuals posted fraudulent
corporate information on electronic bulletin boards, which caused the stock price of a

company (NEI) to soar from $0.13 to $15, resulting in their making a profit of more than
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$350,000 [125]. In order to solve this problem, methods and tools need to be developed
to determine the validity of web information. Based on traditional information qual-
ity evaluation criteria, researchers developed web information quality evaluation criteria
such as authority, accuracy, objectivity, currency and coverage 9] [3]. Nevertheless, most
proposed information quality evaluation models are not formal models. In other words,
by using these models, human users need to be involved in information quality evaluation
process. So that these models cannot be automated to judge the quality of information.
This thesis aims to develop a formal model used to determine the origin and validity of
web information by computers. The origin of a piece of information can help information
users to determine the validity of the information; the origin is also an important part of

context of this information, which can help information users in using this information.

The second problem to be addressed in this thesis is trust problem on the web. Due to
the development of new Web technologies such as the Semantic Web|[14], web services[143]
and P2P[132], the Web is not only a global information/knowledge repository, but also
a distributed computing platform. In this new territory of cyberspace, people, organiza-
tions and software agents need to interact with “strangers” i.e. entities with unknown

identifications. In such an open and uncertain territory, can people trust “strangers”?

Interest in addressing this issue has appeared under the umbrella of the “Web of
Trust” which is identified as the top layer of the Semantic Web and is still in its infant
stage of development ([12] slides 12; [11] slides 26&27). Web of Trust aims to create
a trusted Web. Basically trust is established in the interaction between two entities.
However, any single entity only has a finite number of direct trust relationships, which
cannot meet the needs of various interaction with unknown or unfamiliar entities on the
Web. As a promising remedy to this problem, social networks-based trust, in which A
trusts B, B trusts C, so A indirectly trusts C, is receiving considerable attention. A
necessary condition for trust propagation in social networks is that trust needs to be

transitive. However, is trust transitive? What types of trust are transitive and why?
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There are neither theories nor models found so far to answer these questions in a formal
manner. Most models either directly assume trust transitive or do not give a formal
discussion of why trust is transitive. To fill this gap, this thesis will build a logical theory
of trust that formally defines the semantics of trust and derive the transitivity of trust
and the conditions for trust propagation in social networks.

The first problem of Web information validity may be reduced to a specific trust
problem: to determine the validity of information by evaluating the trustworthiness of
information sources. However, the drawbacks of this pure trust-based approach are: the
validity of information is determined only by the trust placed in information sources; other
features of information such as information dependencies are neglected. This thesis pro-
poses KP to determine the validity of information by taking both trust and information

dependencies into account.

1.2 Thesis Outline

This thesis is aimed at creating a logical theory of knowledge provenance in the form
of ontology which can be used to determine the validity and origins of the informa-

tion/knowledge on the Web. The basic questions KP attempts to answer include:

Can this information be believed to be true?

Who created it?

Can its creator be trusted?

- What does it depend on?

Can the information it depends on be believed to be true?

Is trust transitive?

What types of trust are transitive and why?
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Dynamic KP Uncertainty KP
-- temporal truth values -- uncertain truth values
-- temporal trust relationships -- uncertain trust relationships
Static KP

-- hasic concepts of KP
-- static and certain information

A

Logical Theory of Trust and Trust Judgment

-- formal semantics of trust
-- transitivity of trust
-- trust propagation in social networks
-- formal representation of the context of trust
-- trust judgment models

Figure 1.1: The Structure of KP models
- Is trust able to propagate through social networks?

By using technologies developed in the semantic web [11], and based on the logical
theory of KP, we design a web ontology of KP used to annotate web documents with KP
metadata to describe the provenance-related attributes, such as who is the proposition
creator and what is the support proposition which this proposition depends on; develop
a web ontology of trust used to define personalized trust relationships in social networks;
develop a KP reasoner used to trace KP metadata in web documents across web pages,
combining information sources and dependencies, as well as trust relationships, to deduce
the origin and validity of tagged information.

The focus of this thesis is a logical theory of KP. We identify four modules in KP as
shown in figure 1.1. From simple to complex, we start from static KP to develop the basic

concepts of KP in the simplest case in which only deterministic and static information
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is considered; following static KP, we extend it into dynamic KP; then, we turn to trust
modeling which supports KP. In this thesis, we do not cover uncertain KP. Uncertain KP
is studied in [87] and [93]. Regarding the relation between KP and trust, on one hand,
KP concerns information trustworthiness — a specific trust problem; on the other hand,
KP uses a trust judgment model to determine whether the information sources cab be

trusted.

In Chapter 2, the research relevant to information validity judgment is reviewed in
three aspects: the information characteristic based judgments, provenance based judg-

ments and trust based judgments.

In Chapter 3, static KP, which focuses on certain and static information, is studied.
On one hand, static KP can be used in the situation where the validity of information is
either true or false and the validity does not change over time; on the other hand, static

KP provides fundamental concepts for constructing more general KP models.

In Chapter 4, dynamic KP, which addresses the provenance problems where the va-

lidity of information and trust relationships change over time, is studied.

In Chapter 5, a logical theory of trust in the form of ontology is constructed. In the
theory, the semantics of trust is formally defined in epistemic logic and situation calculus;
from the formal semantics, the transitivity of trust in belief and the condition for trust
i performance propagation in social networks are revealed and proved; based on this
trust ontology, trust networks, a straightforward representation of trust reasoning using

social networks, is constructed.

In chapter 6, a social network-based distributed trust reasoning model is proposed,
and constructed in situation calculus. This distributed model can be implemented with
web services, then each entity in social networks only answers whether to trust a ques-
tioned entity, and need not to publish personal trust data online, so that this model
facilitates social network-based trust reasoning, and at the same time privacy is better

protected.
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In Chapter 7, an application of KP in financial information is developed.
Finally, in Chapter 8, a summary of the contributions of this thesis and a discussion

about future work is given.

1.3 Major Contributions

The major contributions of this thesis are listed as follows.

1. This thesis proposes the concepts of knowledge provenance, and constructs a logical
theory of knowledge provenance in the form of ontology for determining the origin
and validity of information / knowledge on the Web. In particular, this work

includes:

axiomatization of a static KP ontology that defines the basics of KP, and is

used for determining the validity of static and certain information;

axiomatization of a dynamic KP ontology used for determining the validity of

information whose validity changes over time;

a web ontology of KP in OWL used for annotating web information;

an application case study to demonstrate how to combine KP and XBRL for

financial information provenance.

2. This thesis constructs a logical theory of trust, by formalizing trust in epistemic

logic and situation calculus, including:

- formalization of the semantics of trust based upon belief, which gives a formal
explicit definition of trust, so that it facilitates the use of trust in formal

systems;

- identification of two types of trust: trust in belief and trust in performance;
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- revealing and proof of that trust in belief is transitive, trust in performance is

not, but can propagate in social networks by trust in belief;

- a trust networks model, which is a straightforward graph representation of the
computationally intensive logic model of trust, and turns the logical reasoning

of trust into trust path searching, so that it is easier to be used in practice;

- a distributed trust reasoning model, which facilitates social network-based
trust judgment, and at the same time better protects the privacy of entities

in social networks regarding data on trust relationships.



Chapter 2

Literature Review

In this chapter, we present a review of the research related to knowledge provenance. As
discussed in Chapter 1, the problem to be solved in KP is how to determine the validity
of information/knowledge on the Web. In accordance with judgment approaches, we
divide the related research into 3 classes: (1)judgments based on the characteristics of
the information; (2) judgments based on trust; (3)judgments based on the provenance of
the information. These three categories of research are examined in sections 1, 2, and 3
separately. Furthermore, section 4 gives a review of the related technologies that support
KP such as the semantic web, digital signature, and situation calculus. Finally, we give

a summary of this literature review in section 5.

2.1 Information Characteristic Based Judgment

The validity of a piece of information may be judged by analyzing the characteristics of
the information. We examine the related research conducted in management information

systems community and library and information science community separately.
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2.1.1 Information Quality Assessment

Research on information quality assessment is originally developed from data quality
assessment for databases [183]. MIT Total Data Quality Management program (TDQM)
developed AIMQ method [111] to improve information quality in organizations. AIMQ
includes 3 components. (1) IQ dimension, (2) Questionnaire methods to assess 1Q, and
(3) IQ Analysis, e.g. using benchmark to find gap to best practice, and finding opinion
gap between different classes of reviewers.

TDQM defines information quality in 16 dimensions organized in 4 categories: intrin-
sic, contextual, representational and accessibility, reflecting the properties of information
itself, relevance to user’s task, information form, and accessibility respectively [111]. The
proposed criteria [148] relevant to our research are as follows (Note: in their context,
data is used as a general term that includes the meaning of information). (1) Believ-
ability, the extent to which data is regarded as true and credible; (2) Free-of-Error, the
extent to which data is correct and reliable; (3) Objective, the extent to which data is
unbiased, unprejudiced, and impartial; (4) Reputation, the extent to which data is highly
regarded in term of its source or content. (5) Timeliness, the extent to which the data is
sufficiently up to date for the task at hand.

Naumann and Rolker [138] unify IQ criteria from different sources, and give a list
of synonymous criteria and explanation to them. Regarding information quality assess-
ment methods, since “IQ criteria are often of subjective nature and can therefore not
be assessed automatically” [138], usually, questionnaire method is applied for 1Q assess-
ment, and then functors such as min, max, or weighted average are applied to get overall
evaluations.

TDQM explored an approach that derives an overall data quality value from detailed
criteria or indicators by using local dominance relationships among quality parameters
[184]. Local dominance relationships can be illustrated by the following example: “time-

liness is more important than the credibility of a source for this data, except when
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timeliness is low”.
This research area mainly focuses on Information Quality in Management Information
Systems. The IQ assessment is human-dominated process, and the information sources

to be assessed are determinate.

2.1.2 Web Information Quality Evaluation

In library and information science, information quality (IQ) evaluation criteria have been
studied for IQ management and relevance judgments. Relevance judgments are informa-
tion users’ judgments regarding whether the information found in a search meets the
users’ needs. In relevance judgments, except topic relevance, information quality is an-
other necessary criterion. Validity is one of the most important aspects of information
quality.

A set of information quality evaluation criteria, which are used by scholars in aca-
demic environment who perform information retrieval from traditional text-based print
documents, has been identified in an empirical study [8] for the purpose of relevance
judgments. Another empirical study [159] examined the criteria used by professionals
who perform weather-related information retrieval from various sources such as weather
documents, information systems, the mass media, and interpersonal communications. A
comparison of these two studies found that the general criteria employed in two cases
are the same or similar, and this result suggests that “the existence of a finite range
of criteria that are applied across types of users, information problem situations, and
information sources” [9].

The criteria common to both studies and relevant to validity are listed as follows.

e Depth/Scope/Specificity. The extent to which information has sufficient detail

and range to meet user’s needs.

e Accuracy/validity. “The extent to which information is accurate, correct, or
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valid.”

e Clarity. “The extent to which information is presented in a clear and well-

organized manner.”

e Currency. “The extent to which information is current, recent, timely, or up-to-

date.”

e Tangibility. The extent to which “information relates to real, tangible issue”, or

“definite, proven information is given.”

e Quality of Sources. The extent to which ”source is reputable, trusted, expert”,

or “general standards or specific qualities can be assumed based on the source”.

e Verification. “The extent to which information is consistent with, or supported

by other information in the field.”

Although these criteria are proposed to evaluate traditional information, they are
basically universal for all kinds of media including Internet information.

Many criteria used in traditional information evaluation have been recommended by
researchers and libraries (see [3], [171]; [174]; [31]) to evaluate web information content.
Most of these criteria can be covered by five general criteria: Authority, Accuracy,
Objectivity, Currency, and Coverage. The detailed criteria can be found in [3], [154]
and [171]. Obviously, Barry and Schamber’s criteria discussed earlier in this section are
very close to these 5 general criteria.

From the perspective of information science, these studies discussed above provide
us with useful clues regarding what features of information should be considered in con-
structing a KP model. However, the information quality evaluation methods in these
studies are informal. That is to say, the evaluations is supposed to be conducted by
information users in an informal manner, typically in a question-answer style. Informa-

tion users need to answer each evaluation question and to make overall evaluations by
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themselves. There are no formal models to reveal the relations among these criteria, and

there are no automated tools to support such analysis.

The difficulties in constructing formal models are: (1) many criteria are content-
dependent; and (2) many criteria “are of subjective nature and can therefore not be
assessed automatically” [138]. There are two approaches to solving the problems. One
is semantic annotation of Web information. We will discuss this stream of research in

section 4. Another approach is the use of content-independent criteria.

The criteria regarding authority (or quality of sources) are content-independent; fur-
thermore, authority is highly associated with information quality. Some empirical stud-
ies (e.g. [154]) show that the source credibility and authority plays an important role
in information quality evaluation, and “people depend upon such judgments of source
authority and credibility more in the Web environment than in the print environment.”
The connection between authority and information quality is also supported in theory by
Wilson’s book Second-Hand Knowledge (1983)[186]. In the book, the author developed
a theory of “cognitive authority”. “Cognitive authority”, different from “administrative
authority”, is addressed as “influence on one’s thought that one would consciously recog-
nize as proper”. Note that the word “authority” we used earlier in this section is referred
to “cognitive authority”. According to the author, the cognitive authority of a text may
be tested from four characteristics: (1) the author; (2) the publisher; (3) the document
type such as dictionaries; (4) the intrinsic plausibility of the text. Especially, relevant
to the connection between authority and information quality, the author argued that “a
person’s authority can be transferred to his work as long as the work falls within the
sphere of his authority”. This theory is tightly related to trust based judgment which we

will discuss in the next section.
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2.2 Trust and Trust Based Judgment

As addressed by Wilson (1983), “we can trust a text if it is the work of an individual or
group of individuals whom we can trust”. Trust is an important and efficient approach to
judge the validity of information / knowledge. This section discuss the related research
on trust and trust modeling.

Trust is widely concerned by many disciplines such as psychology, philosophy, sociol-
ogy, politics, economics, management sciences, and computer science. In the following,
we discuss (1) trust conceptualization mainly in social sciences; then we turn to the trust
formalization mainly in computer science and management sciences including (2) trust
management developed in computer network security; (3) trust in distributed AI; (4)

trust in social networks; and (5) trust in e-business.

2.2.1 Trust Conceptualization

Trust is a complex social phenomenon. In order to construct a formal model of trust on
the web, it is important to learn the concepts, structure and nature of trust from the
theories of trust developed in social sciences. In the following, we discuss the major views

of trust.

Trust as Decision

Since 1950s, Deutsch [38, 40] studied trust in the context of cooperation . He defined
trust as a trusting choice under an uncertain situation: (1) this choice may lead to two
possible outcomes: a beneficial one and a harmful one; (2) which outcome occurs depends
on the behavior of another individual; (3) the strength of the harmful outcome is stronger
than the beneficial one. A set of conditions and hypotheses on the decision of trust were
given. The hypothesis to make trusting choice is that the difference of the expected

utility of beneficial outcome and the expected utility of harmful outcome is greater than
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the decision maker’s personal “security level”. However, how to calculate this security
level remains unclear. Coleman [29] proposed a condition to place trust purely based
on the postulate of maximization of utility. Coleman’s condition is similar to Deutsch’s
trusting choice hypothesis but without that “security level”. A common problem of these
two conditions is that the utility of choosing not trust is missed in decision. A decision
should be made based on the expected utilities of both trusting and not trusting.

The definition of trust in Deutsch’s approach is to regard trust as decision in the
cooperation/ interaction between individuals. Deutsch’s work lays an important part of
foundations for the formalization of trust. However, this view of trust does not reveal

the conceptual structure of trust.

Trust as Psychological State

A large body of research has contributed to the evolution of the conceptualization of
trust. Rotter [155] defined “interpersonal trust” as “an expectancy held by an individual
or a group that the word, promise, verbal or written statement of another individual
or group can be relied on.” This definition reveals the essential aspect of trust — the
expectancy that the trusted party will keep its word.

Many researchers recognized that trust is associated with risk. For example, Gam-
betta [57] addressed that trust is fragile due to the limit of knowledge, foresight and the
uncertainty of the behaviors of the trusted agent(s). Mayer et al [124] further incorpo-
rated risk factor into the definition of trust. The authors defined trust as “the willingness
of a party to be vulnerable to the actions of another party based on the expectation that
the other will perform a particular action important to the trustor, irrespective of the
ability to monitor or control that other party.” This definition is one of most frequently
cited ones.

Rousseau et al [156] synthesized the concepts of trust in different disciplines and

addressed that “Trust, as the willingness to be vulnerable under condition of risk and
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interdependence, is a psychological state”. The authors further emphasize that trust is
not a behavior or a choice but an underlying psychological condition of these actions.

There are many other views of trust, for example, from the view of economists, trust
is “implicit contracting” [196]; in Fukuyama’s view, “trust is the expectation that arises
within a community of regular, honest, and cooperative behavior, based on commonly
shared norms” [56].

Finally, Blomqvist [19] analyzed the concepts of trust in different fields and compared
with trust-related concepts such as incredibility, confidence and so forth. The author
presented a wide landscape of trust studies in social sciences. McKnight and Chervany
[128] examined 65 definitions in different disciplines and proposed a topology of trust,

which is helpful to distinguish and to connect different types of trust.

Types of Trust

Trust can be classified into different types. In accordance with the psychological states
of making trust choice in different decision situations, Deustch [40] presented many dif-
ferent types of trust. Typical examples are “trust as confidence”, “trust as innocence”,
“trust as virtue” and “trust as gambling”. In the dimensions of rationality and emotion-
ality, Lewis and Weigert [113] presented a spectrum of trust. For examples, “cognitive
trust” is the trust with high rationality and low emotionality; “emotional trust” is the
trust with low rationality but high emotionality; in extreme situations, high rationality
but no emotionality corresponds to “rational predication”; and no rationality but high
emotionality corresponds to “faith”.

More relevant to our work, trust can also be classified by the sources of trust. Some
scholars may refer the term of “sources of trust” to the characteristics of trustee, which
make trustor trust, such as trustee’s “competency” and “goodwill”. By this term, we
mean where or how trust comes from. The most direct and common source of trust is

interaction experience. The trust with this type of source is called interpersonal trust, or
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more generally, inter-individual trust. This type of trust is the most fundamental type of
trust, so that it is the major body of trust study. However, a considerable attention has
given to “system trust” - a different mechanism of trust emerging at the turn of the last
century to meet people’s increasing demands of more and more interaction with strangers
in industrial society (a bigger world ever before). This situation is very similar to the

trust problem we are facing today in the cyberspace.

System trust is first revealed by Luhmann in his influential book Trust and Power
[118]. System trust is the trust placed in the function of a system in society. System trust
has many manifestations. Barber [7] studied three types of expectations: (1) expectation
of “persistence and fulfillment of the natural and the moral social orders”; (2) expecta-
tion of “technically competent role performance” of professionals; (3) expectation of the
“fiduciary obligations and responsibilities” of the partners in interaction. Zucker [196]
examined the evolution of the trust mechanism in American economic system and iden-
tified three modes of “trust production” (trust building): (1) “process-based”, in which
trust is built on past history of interaction; (2) “characteristic-based”, in which trust is
dependent on “social similarity”, such as ethnicity, age and gender; (3) “institutional-
based”, in which trust is built on “formal social structure” comprising of “membership in
a subculture” and “intermediary mechanism”, such as regulation, legislation, functions
of governments and banks. The “process-based” actually is interpersonal trust, and the
latter two (types (2) and (3)) are the manifestations of system trust. System trust is

based on the predictable behaviors of trustee in a (social or natural) system.

Most recently, trust propagation in social networks is receiving much attention. This
type of trust is based on the transitivity of trust. We call this type of trust as “relational

trust” and will discuss its related research in subsection “trust in social networks”.
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2.2.2 Trust Management

In computer science, trust was initially a concern of the security community. For the
purposes of secure web access control, Blaze et al [17] first proposed “decentralized trust
management” to separate trust management from applications. The authors introduced
the fundamental concepts of policy, credential and trust relationship, and they also devel-
oped the PolicyMaker system. Chu [28] introduced trust protocol in REFEREE system;
Yahalom et al [191] introduced recommendation type of trust in security system; Khare
and Rifkin [102] proposed basic principles of trust management. However, Trust Man-
agement focuses on one specific type of trust — “is this individual trusted to access or
to do a specific operation in my system?” The concerns from “Web of Trust” are more
general, e.g., whether the information created or action conducted by an individual could
be trusted. Recently, research interests in trust management field are expanding from

security to general purposes, especially, towards trust management in e-commerce.

2.2.3 Trust in Distributed Al

Trust is also a concern of the distributed Al community.

Based on a thorough examination of the trust concepts developed in social sciences,
Marsh [122] constructed a quantitative model of trust as a formal tool to study trust
decisions in the interaction among agents by means of quantitatively simulating the psy-
chological process for those decisions. In this model, trust is associated with situations
and the utilities of situations. This work is among the first to formalize trust. However,
several limitations exist. For example, this study is limited to only interpersonal trust;
although “situation” is introduced in the trust model, the model does not clearly dis-
tinguish two types of “situations”: (1) the situation in which the trustee conducts the

expected things; (2) the situation in which trustor makes a trust decision.

Demolombe [37] constructed a modal logic model of trust. Based on operators belief
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and strong belief, the author defined the formal semantics of the trusts in trustees’ prop-
erties of sincerity, credibility, cooperativity and vigilance in delivering information. This
work is among the first to formalize trust using belief. However, this approach suffers
from the problem regarding what is the possible world semantics of belief (see discussion
in 2.4.3). The author seems to treat belief as “necessitation”, which leads to that believed
proposition must be true, but in fact belief is not necessarily true. Furthermore, similar
to the “logical omniscience” problems in epistemic logic, trust regarding to vigilance (in
which trustor a strongly believes that if a proposition is true then trustee b believes
this proposition) is not true in the real world. In addition, the logic used in this model
seems beyond first order modal logic. These features may make the model difficult to
use. Another problem is that this model does not tell the difference between the infor-
mation believed and the one created by the trustee, which have different trust properties.
Finally, the trust addressed focuses on interpersonal trust, so that transitivity of trust is

not studied.

Falcone & Castelfranchi [46] constructed a socio-cognitive model of trust that suggests
to calculate the trustworthiness of an agent about a task in a context by counting the
degree of ability and the degree of willingness (motivation) of the agent. It is interesting
to connect trust with context. However, It is hard to measure the degree of willingness

of the trustee.

Gans et al [59] developed a Trust-Confidence-Distrust model for representing collabo-
ration in agent networks. Perhaps because trust problem in DAI arises in the interaction

among agents, all the work discussed above focus on inter-individual trust.

Ramchurn et al [149] classified the approaches to trust in multi-agent systems into
individual-level trust and system-level trust. Individual-level focuses on learning, trust
evolving, trust evaluation; and system-level focuses on the mechanisms of trustworthy
interaction and reputation building. They discussed the approach to reputation building

and evaluation using social networks.
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In addition, several technologies developed in autonomous agents and multi-agent
systems are tightly related to trust formalization, for examples, belief, goals, intention,

commitments, coordination and so forth [21, 187, 50, 193].

2.2.4 Trust in Social Networks

A “social network” is a network representing the relationships between individuals or
organizations, indicating the ways in which they are connected through various social
familiarities ranging from casual acquaintance to close familial bonds [185]. Milgram’s
experiments in 1960s [131] reveal an interesting finding — six degree of separation, which
suggests that any two randomly chosen individuals in America are connected, on average,
by a chain of 6 acquaintances. This finding provides a compelling evidence for “small
world phenomenon” - a hypothesis that any two individuals in a social network are likely
to be connected by a short chain of acquaintances [106]. Dodds et al [43] conducted an
experiment in email users which further confirms the small world theory in cyberspace.

In recent years, trust models based on social networks are receiving considerable
attention. Particularly, the trend is powered by “web of trust” which is identified as the
top layer of the semantic web.

The concept of “web of trust” perhaps is first developed in PGP as a trust model
used for public key validation by using social networks. However, “trust” in PGP is
specifically on public key validation. FOAF project (http://foaf-project.org/) attempts
to create social networks on the web by facilitating people to describe acquaintance re-
lationships in machine-readable web pages. Although acquaintance relationships are not
trust relationships, FOAF is a good starting point. Recently, many models of trust on the
web using social networks have emerged. For examples, Yu and Singh [192] constructed
a model of reputation (trust) updating and propagation using the testimonies from the
trustee’s neighbors; Golbeck et al [66] extended the acquaintance relationships in FOAF

model by introducing levels of trust and applied the model for filtering emails; Richard-
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son et al [153] proposed an algebra representation of trust propagation and applied it
in bibliography recommendation; Guha and Kumar [79] constructed a trust propagation
model considering distrust; Abdul-Rahman and Hailes [1] proposed a trust model includ-
ing “direct trust” and “recommender trust”, in which trust propagates in social networks;
Josang et al [99] argued that trust is not always transitive and “referral trust” (the same
as “recommender trust”) is transitive. However, they did not reveal why recommendation

is transitive in a formal manner.

A common perspective of most of these models is that trust propagates in social
networks. However, is trust transitive? What types of trust are transitive and why? Few
theories and models found have answered these questions in formal manner. The models
found either directly assume trust transitive or do not give formal discussion why trust

is transitive, due to no formal representation of the semantics of trust.

Most of social networks-based trust models are quantitative models in which a trust
degree is interpreted as subjective probability. The advantages of quantitative models
include: (1) the uncertainty feature of trust is addressed; (2) trust models may be built
based on the well established uncertainty theories. However, on the other hand, many
quantitative models still suffer from the lack of an explicit formal interpretation of the
meaning of trust degree, due to the lack of formal semantics of trust, so that the trust
degree is defined quite subjective. Another problem is that probabilistic models usually
need many parameters, but it is difficult to obtain these parameters. Perhaps for this
reason, in many quantitative models, on one hand, trust degree is interpreted as proba-
bility, on the other hand, the models used for computing trust degrees are not based on
probability theory. It is a problem regarding how to explain those models in probability

theory.
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2.2.5 Trust in e-Commerce

Both the conceptual models and formal models of trust developed in social sciences and
computer science are widely applied to analyze the trust in online trade [128] [108] [100].
In addition to trust modeling’s manifestations and applications in the field of e-commerce,
two interesting approaches developed: reputation systems and third party certification.

A “reputation system” collects, aggregates and distributes the feedback about online
trade participants’s past behaviors [151]. Typical examples include: eBay, amazon and
epinions. The “reputation” of a participant is the aggregated evaluation from other
participants regarding past interaction, which could be approximately regarded as the
trust obtained from a community. However, “reputation systems” have several limitations
[151]. One major problem is unfair rating [194]; another is the missing of contexts, for
example, from the overall “reputation”, users cannot find whether a retailer is only good
at some specific products like books.

Coming from the concerns of security and privacy, “trust seal” is developed as another
approach to trust by a type of third party certification. Examples include “WebTrust”,
“Thawte web server certification”, “TRUSTe”, et al. Currently, trust seal programs only
ensure that a sealed website complies with the principles on security and privacy, but do

not ensure information trustworthiness.

2.3 Provenance Based Judgment

As addressed in [13], “provenance information is extremely important for determining
the value and integrity of a resource”. The role of provenance in the validity of data,
information / knowledge has received attention by several research projects.

Buneman et al [22][23] addressed “Data Provenance” problem: the data in the Web
or a database may be extracted, copied, edited, or annotated from somewhere else in the

Web or databases, and this situation leads to the question regarding whether this data
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is valid. From the perspective of database technology, the authors proposed a syntactic
approach to computing the provenance of a piece of data generated by a database query.
The data provenance considered includes two types: why-provenance (why the data
is there) and where-provenance (where the data come from). The motivation for this
research is very similar to the motivation for knowledge provenance. However, data
provenance only targets the data returned by queries from structured or semistructured
data sets; the syntactic approach of data provenance only traces the provenance of the

data but does not answer the trustworthiness of data sources.

Most recently, EU provenance project [136] [70] [135] proposed an open provenance
architecture to enable documentation of the process that led to the data in grid comput-
ing and e-science. This system also provide tools for creating, recording and querying

provenance information.

TRELLIS (trellis.semanticweb.org)[63] is a web-based tool that enables users to an-
notate their information analysis or argumentation, to justify, update and share their
analysis and to add their viewpoints and evaluations to other information analysis. In
TRELLIS, users are able to judge the quality of a piece of information used in argumenta-
tion, by examining other users’ evaluations and the usefulness of the information in other
argumentation, as well as by tracing back to the provenance of the information. One of
the distinguished features of TRELLIS is that the quality of a piece of information can
be assessed by not only other users’ evaluations but also the usefulness and provenance
of the information, that is, the use and the original context of the yield of this infor-
mation. However, TRELLIS does not provide a formal model to assess the quality of a
piece of dependent information by considering the quality of the information it depends
on. TRELLIS can be a useful tool in practice but there is little work on formalizing the

judgment of information trustworthiness.

Coming from an automated reasoning perspective, KSL at Stanford [127] developed

“Inference Web (IW)”. IW enables information creators to register proofs with prove-
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nance information in IW, and then IW is able to explain the provenance of a piece of
requested knowledge. IW only provides provenance information (registered by creators)
to information users, and the users make decisions whether to trust or not trust the
requested knowledge. IW mainly focuses on the explanations to reasoning by providing
provenance information. In IW, there is no formal models for trust judgments. In ad-
dition, IW may be suitable for only formalized information rather than various forms of

web data.

Ding et al [42] proposed provenance and trust based heuristics for homeland security
information search, information integration and analysis on the Semantic Web. Very
interestingly, some important information could be discovered by integrating the data
spread over the Semantic Web; the trustworthiness of the discovery depends on the the
provenance and the corresponding trustworthiness of each piece of information used for

that derivation.

Provenance tells not only what is the information source but also how this information
is derived, what is the context of this information, and how this information is used.
However, processing rich provenance information needs human beings’ participation, so
research have to trade off the range of provenance information, what human beings do,

and what machines do.

2.4 Relevant Technologies

Many Al technologies and web technologies, in particular, the Semantic Web technologies,
can be used to support KP. We briefly introduce these technologies in the following

subsections.
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2.4.1 Digital Signature and Certification

Digital signatures are an approach to enable information recipients to verify the authen-
ticity of the information origin and data integrity [195]. PKI (Public Key Infrastructure)
is a security architecture to support digital certification. Currently, there are several PKI
standards. The most well known is X.509/PKIX [26], which is a hierarchically structured
PKI with a root certificate authority (RCA). In a PKI of x.509 type structure, the trust
is centered at the root, and then transferred hierarchically to all the users in the network
via certificate authorities (CAs)[168]. Other examples of PKI standards include PGP
[Jand SDSI/SPKI [134]. In contrast to X.509’s hierarchical structure, they have unstruc-
tured frameworks, and they are issued by individuals. In particular, we are interested in
PGP’s certification model “ web of trust” which have been discussed earlier.

XML digital signature has been developing in W3 Consortium [178]. XML signatures
are digital signatures for XML data documents. XML signatures have some new features
[167], e.g. it is able to sign only specific portions of the XML tree rather than the
complete document, and it can sign more than one type of resources in a single signature.
The development of XML digital signature will facilitate the certification in knowledge
provenance.

No doubt, digital signature and digital certification play important roles in the Web of
Trust. However, they only provide an approach to certifying an individual’s identification
and information integrity, but they do not determine whether this individual can be

trusted.

2.4.2 The Semantic Web

Most information on the Web is designed for human consumption, so that it is very dif-
ficult to maintain the evolution and validity of information automatically by machines.

The development of the Semantic Web technologies shows a promising approach to sup-
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port knowledge provenance.

The Semantic Web is an extension of the current Web in which information will be
represented in a machine processable or “understandable” form, so that machines are
able to share and process the data on the Web [10]. The semantic web approach is to
use metadata to describe the web data and to use commonly shared web ontologies to
construct new ontologies. Metadata is “data about data”, specifically, here it is “data
describing Web resources”. “Ontology is a term borrowed from philosophy that refers to
the science of describing the kinds of entities in the world and how they are related.” [179]

More specifically, ontologies are formal and explicit definition of concepts.

As first steps towards semantic web, RDF (Resource Description Framework) [177]
is recommended by W3C (World-Wide Web Consortium) for representing the metadata
of Web resources. RDF is a simple and general-purpose language designed to provide
interoperability between applications that exchange machine-understandable information
on the Web. This feature enable automated processing of web resources. Even though
RDF is originally designed for representing metadata about web resources, in fact, it can
be used to describe any object on the Web, for anything on the web can be regarded as
web resource. RDF with digital signatures will be the key to building the "Web of Trust’

for e-commerce, collaboration, and other applications [177].

RDF uses RDF graph as a knowledge representation model. A RDF graph can be
defined as a set of triples of the form < O, A,V > that represents that object O has
attribute A which has value V, or a statement with subject O, predicate A, and object
V. RDF uses URI (Uniform Resource Identifier) to identify one thing from the others. In
this way, RDF is used to represent information on the Web and to make the information
exchangeable between different applications. RDFS (RDF Schema) [181] extends RDF
by introducing basic facilities to describe classes, properties, instances, and constraints

on the relation between classes and properties.

RDF is defined based upon XML [182]. So, any RDF data file is a XML data file



CHAPTER 2. LITERATURE REVIEW 26

also. XML is designed as a text format extensible markup language. It can be used to
assign data with semantics; It represents information in structured data; its text format
makes it be a good platform-free data exchange media. Due to these features, it widely
used as data file in many heterogeneous applications.

To facilitate publishing and sharing ontologies on the Web, OWL, web ontology lan-
guage, is recommended by W3C to define and instantiate classes and relations. From a
set of web ontologies, facts not given but entailed by the ontologies can be derived by
using OWL formal semantics [179]. “OWL is a vocabulary extension of RDF [180].” In
this way, an OWL ontology is an RDF graph (a set of RDF triples). OWL has three
subsets: OWL Lite, OWL DL and OWL Full. Among them, OWL DL is supported
with Description Logic reasoners. OWL Lite is a light version of OWL DL. OWL Full is
designed to be compatible with RDF, so that any RDF graph is a OWL Full ontology.

In addition to the infrastructure to facilitate machine understandable information /
knowledge representation on the web, such as RDF, RDF schema and OWL, the semantic
web community mainly focus on web data integration and knowledge sharing. Regarding
KP, although “ web of trust” is identified as the top layer of the semantic web, except
XML digital signature as an essential step towards knowledge provenance, currently no

standard for knowledge provenance level exists.

2.4.3 Knowledge Representation Technologies

Various knowledge representation technologies developed in artificial intelligence provide
many alternatives for knowledge representation in KP. This section reviews several di-

rectly relevant technologies.

Knowledge and Belief in Epistemic Logic

From the literature on trust, belief is the kernel element of trust. The logic of knowledge

and belief has been studied in epistemic logic. Epistemic logic [130] is a particular modal
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logic. Modal logic [27] is the logic of necessity and possibility. Necessity refers to that
propositions are necessarily true (i.e. “must be true”, denoted as Op, and p denotes a
proposition); and possibility refers to that propositions are possibly true (i.e. “may be
true”, denoted as {p).

The most commonly used axioms in modal logic include [33][187]:
K :O(p > q) > (Bp > Ug)
T:UpDp
D:OpD><p
4 :Op > O0p
5:0p D> 0Gp

Based on these axioms, several representative modal logic systems (refer to [129][187])
are defined. Typically, the system T has axioms K and T'; the system S4 has axioms
K., T and 4; the system S5 has axioms K, T and 5; the system K45 has axioms K,
4, and 5; the system KD45 (also called weak-S5) has axioms K, D, 4, and 5. These
systems are widely used to represent the logic of knowledge and belief in epistemic logic.

In epistemic logic, knowledge and belief are formalized with the possible world seman-
tics [85][109]. By the semantics, a model, M, is a triple < W, R,V >, where W is the set
of possible worlds, R is accessibility relation, RO W x W and V : W x P — {T,F}is a
truth assignment function for each atom proposition in each possible world. In Kripke’s
view, the semantics of accessibility relation is as follows. (w,w’) D R means that w’ is
“possible relative to” w, i.e., every proposition true in w is possible in w’. Corresponding
to the axioms T, D, 4, and 5, the accessibility relation R should be reflexive, serial,
transitive, and Euclidean respectively.

In possible world semantics, proposition p is necessarily true, if the proposition is true

in all accessible possible worlds, i.e.
< M,w>EOp,if f:Vu', (w,w') € RD< M,w' >Ep (2.1)

Proposition p is possibly true, if the proposition is true in some of the accessible
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possible worlds, i.e.
< M,w>EOp,iff: 3w, (w,w') € RA< M,w' >Ep (2.2)

In epistemic logic, knowledge is defined as the propositions necessarily true. The
systems T, 4, and especially 5, are used as the logics of knowledge. Different from
knowledge, belief need not to be necessarily true, so that axiom T cannot be applied to
the logic systems of belief. For this reason, the systems K45 and KD45 (weak-S5) are
used as the logic of belief.

From our point of view, belief is possibly true; on the other hand, a proposition
possibly true is not necessarily to be believed. In other words, possibly true is a necessary

condition of belief, but it is not the sufficient condition.

Situation Calculus

The situation calculus is a logic language specifically designed for representing dynami-
cally changing worlds [150]. It works in the following way: the changing world is repre-
sented by a set of fluents. A fluent is a property (of the world) whose value is dependent
on situations. In other words, a fluent dynamically changes when the situation does. The
situation, in turn, changes when an action is performed by agent(s) in the world.

The situation calculus language is a sorted second order logic language [150]. We
will only use the first order logic part of the situation calculus. In a sorted logical
language, the universe is participated into disjoint sub-universes, and each sub-universe
corresponds to a sort. Sorts are similar to the “types“ in a programming language. In
the situation calculus, there are four domain independent sorts: A, S, F', and D denote
actions, situations, fluents and domain objects respectively.

The representation of actions, situations and fluents are further discussed as follows.

Actions Actions are represented with terms. A term is the same as its definition in

the first order logic. A term can be a variable, or a function of arity n, f(t1,...,t,), where
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t1, ..., t,, are terms. (Note: a constant actually is a function of arity 0).

Situations Situations are represented with terms. There is an initial situation, called
So, representing the situation in which no actions have been done. Function “do(a, s)”

maps to the situation after doing action a in situation s.

Fluents There are two types of “fluents”: (1) “relational fluents”, refer to relations
that have true values of “true” or “false”; (2) “functional fluents”, refer to the functions
as defined in mathematics. Functional fluents are represented as terms. For relational
fluents, there are two types of representation: reified and non-reified representation [147].
In non-reified representation (used by the classical situation calculus), a fluent is repre-
sented as a predicate in the form of f(z,s), where f is the name of the predicate to
represent a fluent,  denotes the objects in the domain of this fluent, and s is the situa-
tion in which the fluent holds. In reified representation, a fluent is represented as a term
in the form of f(z), and a fluent f(z) is true in situation s is represented by predicate
holds(f(x),s). In this way, a fluent is a term. So that a fluent may have other fluents as
parameters.

The situation calculus interests us for two reasons: first, situations in the situation
calculus provide a solution to formally represent the contexts of trust; secondly, trust
dynamically changes with the growth of the knowledge related to trust. These two

features make the situation calculus a good tool used to formalize trust.

Truth Maintenance Systems

Information dependency is a factor considered in knowledge provenance. Truth Main-
tenance System (TMS) is a good tool to facilitate the representation of dependency
networks for derivations.

Truth Maintenance System (TMS), which was designed to maintain beliefs for general

problem solving systems, was proposed by Jon Doyle in 1979 [44]. Since then, it has
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become a common and widely used piece of AI technology [35]. Truth Maintenance
Systems are classified in three types: Justification-based TMS (JTMS), Logic-based TMS
(LTMS)[36], and Assumption-based TMS (ATMS) [34]. JTMS uses two values in, out
where in means “having evidence to believe a proposition to be true”, and out means
“no evidence to believe a proposition to be true”. LTMS uses three-valued logic True,
Unknown, False. The relation among these values is that in is corresponding to True,
and out is corresponding to False or Unknown (see detail in [36]). TMS facilitates
the representation of dependency networks for derivations, to diagnose inconsistencies,
to conduct dependency-directed backtracking, and to support default reasoning. These
features make TMSs provide us useful technical approaches to represent KP models.
On the other hand, TMSs along do not work in KP, for the following reasons: first
of all, similar to any other formal systems, TMSs only check the truth of facts from
which a result is derived, but TMSs cannot check whether the used rules or models in
the derivation are appropriate or not. It is this higher level of validity regarding the
proper uses of models an important reason for judging the validity of information by
judging the trustworthiness of the information creators; secondly, KP needs to consider
that the validity of information dynamically change over time; finally, people may have
a degree of belief in a continuous sense from “believed” to “not believed” for the reason

of uncertainty in information validation.

2.5 Summary

In this chapter, we presented a review of the research related to knowledge provenance
including information characteristics based judgments, trust based judgments and prove-
nance based judgments. In addition, we also reviewed the technologies that support

KP.

Although the criteria to judge the quality of web information have been developed
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in library and information science [9][3], the information evaluation methods are human-
users oriented. In other words, the evaluation process needs people’s involvement to make
subjective judgments against those criteria. Therefore, in order to construct automatic
tools in knowledge provenance, based on the study of information quality evaluation,
information validity judgments (a kernel part of information quality evaluation) need
to be formalized. According to Wilson [186], “we can trust a text if it is the work
of an individual or group of individuals whom we can trust.” In this way, essentially,
the validity of a web information may be judged in the base of the trust placed in the
information sources.

A number of formalized trust models have been proposed. Most models focus on
how trust is build up among entities. However, a finite number of trust relationships
which each individual entity has cannot meet the needs of interactions with other unfa-
miliar or unknown entities on the web. As a promising remedy to this problem, social
networks-based trust is receiving considerable attention. A necessary condition for trust
propagation in social networks is that trust needs to be transitive. Nevertheless, is trust
transitive? What types of trust are transitive and why? There are neither theories nor
models found so far to answer these questions in a formal manner. Most models found
so far either directly assume trust transitive or do not give a formal discussion of why
trust is transitive. To answer these questions, further formalization of the semantics of
trust is necessary.

In the light of the semantic web and knowledge representation technologies, it is
possible to construct the logical models and web ontologies of knowledge provenance
and trust, and to use these web ontologies annotating web contents to create islands of

certainty in a morass of uncertain and incomplete information on the web.



Chapter 3

Static Knowledge Provenance

As stated in Chapter 1, the problem to be addressed in this thesis is how to determine
the validity of information /knowledge on the Web. Knowledge Provenance addresses this

problem by investigating how to model and maintain the origin and validity of knowledge.

We believe that people determine the validity of information in three basic ways: (1)
direct judgment by using information users own knowledge to analyze the content of the
given information; (2) indirect judgment by analyzing the characteristics of the given
information; (3) indirect judgment by trust and analyzing the provenance of the given
information. The first and the second approaches are domain and knowledge specific and
information content related, so that it is difficult to build general purpose models. This

thesis focuses on the third approach.

As given in Chapter 1, we identify four modules of KP. The focus of this chapter is
on Static Knowledge Provenance. Static KP is concerned with the provenance of the
knowledge that is both certain and does not change over time. Static KP provides the
basic concepts and the fundamental building blocks for determining validity, on which

dynamic and uncertain Knowledge Provenance are constructed.

Logically, the unit of web information to be considered in KP is a “proposition”. A

proposition, as defined in First Order Logic, is a declarative sentence that is either true

32
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or false. In practice, a “proposition” in KP can refer to one or more xml elements, a
sentence, a phrase, or even a whole document. However, a “proposition” is the smallest
piece of text that may be annotated with provenance-related attributes. In other words,
once a piece of text is defined as a proposition in KP, no propositions can be further

defined within this piece of text.

Basically, any proposition has a truth value of True or False. When the truth value
of a proposition cannot be determined to be true or false, the truth value is set as

“Unknown”. The use of “Unknown” is a simple solution to handle uncertainty in static

KP.

Although the unit of web information to be considered in KP is a “proposition”,
which is called a KP_prop, this type of “propositions” are objects to be processed by
KP models, and they are not propositions in the logical model of KP; therefore, we can
use First Order Logic as the language to represent KP models. Those KP_props can be

regarded as “reified” propositions. We will discuss this later in this chapter.

In order to give a formal and explicit specification for Static KP and to make it
available on the web, a static KP ontology is defined in this chapter. Following the on-
tology development methodology of Gruninger and Fox [74], we specify static knowledge

provenance ontology in four steps:

(1) Provide a motivating scenario;

(2) Define informal competency questions for which the ontology must be able to

derive answers;

(3) Define the terminology (i.e. predicates);

(4) Define the axioms (i.e. semantics).
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3.1 Motivating Scenarios

In the following, the underlying concepts of Static Knowledge Provenance are explored

in the context of two scenarios.

Case 1: Asserted Information

Consider the proposition found on a web page that “perennial sea ice in the Arctic is melt-
ing faster than previously thought at a rate of 9 percent per decade.” From a provenance
perspective, there are three questions that have to be answered: 1) What is the truth
value of this proposition? 2) Who asserted this proposition? 3) Should we believe the per-
son or organization that asserted it? In this example, a further examination of the text of
the web page provides the answers (www.gsfc.nasa.gov/topstory/2002/1122seaice.html):
It is a true proposition, asserted by NASA, who most people believe is an authority on
the subject. Question is, how can this provenance information be represented directly
without having to resort to Natural Language Processing of the page?

Other examples of asserted information include assertions made by persons or organi-
zations, statistical data and observation data such as stock quotes and weather readings
issued by organizations. In addition, commonly recognized knowledge, such as scientific
laws, should be treated as “asserted information”. This is for the following reason. Al-
though scientific laws are usually regarded as “derived information”, the derivation of

scientific laws have been validated in the past, and needn’t to be validated again.

Case 2: Dependent Information

Consider the following proposition found in another web page: “The accelerated rate of
reduction of perennial sea ice in the Arctic will lead to the extinction of polar bears within
100 years.” This is actually two propositions composed of a premise, “The accelerated

rate of reduction of perennial sea ice in the Arctic” and a conclusion, “the extinction of
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polar bears within 100 years. Just as in the previous case, there are three questions that
need to be answered: 1) What is the truth value of these propositions? 2) Who assign
these truth values? 3) Should we believe the person or organization that asserted them?
What makes this case more interesting is that answering these question is dependent upon
propositions found in other web pages. There are two types of dependency occurring.
First the truth of the premise is dependent on the truth of the proposition found in
another web page. Secondly, the truth of the conclusion depends on the truth of the
premise and upon some hidden reasoning that led to the deduction. These types of

propositions are called “dependent propositions” in KP.

It is common to find information in one document reproduced in another. The repro-
duction of a proposition in a second document leads to an equivalence relation between
the two propositions, i.e., the truth value of the two propositions are equivalent. But the
relationship is also asymmetric; one proposition is a copy of the other. The copy of one

proposition is classified as “equivalent information.”

Furthermore, a proposition can be derived using logical deduction. Hence, the truth
value of the derived proposition depends on the truth values of its antecedent proposi-

tions. This type of derived proposition is classified as “derived information”.

Returning to the example, determining the provenance of the premise requires that
we link, in some way, the premise to the proposition in the other web page from which
it is copied. That link will also require some type of certification so that we know who
created it and whether it is to be trusted. The same is true of the conclusion. Minimally,
we should link it to its premise, maximally we should link it to the axioms that justify

its derivation. This link would also need to be certified in a similar manner.

In practice, a proposition may be derived by applying different axioms. For example,
according to the demerit point system of Ontario’s Ministry of Transportation, a person
may get 3 points for the following reasons: Failing to yield the right-of-way; Failing

to obey a stop sign, traffic light or railway crossing signal; Going the wrong way on a
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one-way road. Each may be a possible reason for a loss of points.

Derived propositions may also be dependent upon disjunctions, conjunctions and/or
negations of other propositions.

From these two cases, a number of concepts required for reasoning about provenance

emerge:
- Text is divided into propositions.

- An asserted proposition must have a digital signature, to prove the authenticity of

the information creator(s).

- If the assertion is to be believed, then the person or organization that signed the

assertion must be acceptable to (i.e. trusted by) the user of the information.

- As propositions are reused across the web, a link between where it is used and

where it came from must be maintained.

- Dependencies can be simple copies, or can be the result of a reasoning process. If
the latter, then premises used in the reasoning should also be identified and signed

by an acceptable organization.

3.2 Informal Competency Questions

Competency questions define the scope of an ontology. In other words, assuming some
type of deductive reasoning system, an application built using the ontology must be
able to deduce answers to the competency questions. The following questions define the

competence of the Static KP ontology.

- What truth value can this proposition be believed to have?

- Who created this proposition? Is the information creator authentic?
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- Can this information creator be trusted in a field the proposition belongs to?

- Does the truth of this proposition depend on any other propositions? can these

propositions be believed to be true?

3.3 Terminology

In this thesis, sorted First Order Logic [150] (pp.9) is employed to represent KP. In
a sorted logical language, the universe is partitioned into disjoint sub-universes, and
each sub-universe corresponds to a sort. Predicates are syntactically restricted to have
arguments of certain predefined sorts. Sorts are similar to the “types in a programming
language. To formalize KP, we introduce the following sorts.

P: the set of KP_props (KP_prop instances);

L: the set of classes for representing different KP _props;

E: the set of entities such as individuals and organizations;

F': the set of knowledge fields;

D: the set of domain objects such as proposition contents and digital signatures.

In the following, the predicates will be defined to represent KP propositions, the

properties of KP_propositions, as well as trust relationships.

3.3.1 Proposition Taxonomy

As stated in the begining of this chapter, the unit of web information to be considered in

KP is a “proposition”. KP_prop is the most general concept used to represent “proposi-

tions” in web documents. Based on the findings in our motivating scenarios, we define

different types of KP_props in table 1, in which predicate type(x,c) is defined as:
type(x,c) C Px L

where, z is an instance of class ¢ € L. L contains the names of 11 KP_prop types.
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KP_prop
P T,

Original_prop Atomic_prop Dependent_prop
W —
Asserted_prop Derived_prop Equivalent_prop Compound_prop
-
AND_—[:-)rop OR_prop NEG_prop

Figure 3.1: The taxonomy of KP propositions

The taxonomy of KP_props are shown in figure 3.2. In the figure, the six leaf nodes

are considered as basic types.

3.3.2 Properties about Information Source and Authentication

Although the unit of web information to be considered in KP is a “proposition”, which
is called a KP_prop, this type of “propositions” are objects to be processed by KP
models, and they are not propositions in the logical model of KP; in this way, we can
use First Order Logic as the language to represent the properties of those “propositions”

(KP_props).

Table 3.2 defines properties of KP _props related to information sources and authen-

tication.

For any original proposition, its creator can be defined. Along with it can be defined
a digital signature and the verification status of the signature. Assume that digital

signature validation software provides the result of signature verification.
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Table 3.1: Predicates - Proposition Types

Predicate

Definition

type(x, K P _prop)

x is a KP_prop.

type(z, Original _prop)

x is an original proposition created by its information cre-
ator(s). An original proposition is a piece of original work
of the information creator(s), and it can be an assertion or
the result of an inference process made by the information
creator(s). Therefore, Original_prop class is further divided

into two subclasses: Asserted_prop and Derived_prop.

type(x, Dependent prop))

x is a proposition whose truth value is dependent on other
propositions. Dependent_prop class has 3 subclasses: De-

rived_prop, Equivalent_prop and Compound_prop.

type(z, Asserted_prop))

x is an asserted proposition, which is its creators’ assertion

and not dependent upon any other propositions.

type(z, Derived_prop))

x is a derived proposition, which is the result of a reasoning

process, so its truth value depends on other KP_props.

type(z, Equivalent_prop))

x is a FEquivalent_prop. An Equivalent_prop is a copy of and

its truth value is the same as the proposition it depends on.

type(x, Compound_prop))

Compound_prop is defined to be the logical combination of
its constituent propositions. A Compound-prop is divided

into 3 subclasses: Neg_prop, And_prop, and Or_prop.

type(z, Neg_prop))

x is the logical negation of the proposition it depends on.

type(z, And_prop))

x is the logical and of the propositions it depends on.

type(x, Or_prop))

x is the logical or of the propositions it depends on.

type(x, Atomic_prop)

z is an atomic proposition (which has proposition content),
that is, it is not a compound proposition. An atomic propo-
sition is either Asserted_prop, or Derived_prop, or Equiva-

lent_prop.
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Table 3.2: Predicates - Information Sources and Authentication

Predicate

Definition

has_in foCreator(x,c)

CPxFE
KP_prop z has information creator c. An infoCreator may

be either an author or a publisher.

has_author(x, c)

has_publisher(x, c)

CPxFE

KP_prop z has author (or publisher) c.

has_signature(z, s)

CPxD

The proposition x has a digital signature s.

valid_sig(x, s, c,a)

CPxDxFExEFE

From the perspective of provenance requester a, x has valid
digital signature s signed by c¢. In other words, the digi-
tal signature of x has been validated by a. This predicate
corresponds to an external digital signature validation pro-
cess. This process returns “True” if the digital signature is

validated successfully; otherwise “False”.

valid_webPub(z,p, a)

CPxExXE

From the perspective of provenance requester a, KP_prop
x is a valid web publication of p, that is, + has a URL used
by p for web publication. This predicate corresponds to an
external process that checks the validity of web publication

and returns “True” if valid otherwise “False”.

has_authentic_source(z, s, a)

CPxFExEFE

From the perspective of provenance requester a, KP_prop z
has authenticated information source s. In other words, the
information creator of z has been authenticated by a, which
means either the digital signature of z has been validated

by a or z is a valid web publication of s.
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3.3.3 Truth Values and Other Properties

KP _props has two types of truth values: assigned truth value, which is the truth value
claimed by information creators; believed truth value, which is the truth value inferred
and believed by information users. Only Original props need assigned truth value; but
every KP _prop has believed truth value. For a KP_prop, different information users may
have different believed truth values. Basically, any proposition has a truth value of True
or False. When the believed truth value of a proposition cannot be determined to be
true or false, the believed truth value is set as “Unknown”. The use of “Unknown” is a
simple solution to handle uncertainty in static KP.

Table 3.3 defines the predicates for depicting the truth values and other properties of

a KP _prop.

3.3.4 Trust Relationships

From literature review, we know that the cognitive authority of a text can be determined
by the cognitive authority of the information creators [186] . According to this fact, KP
has a basic rule to determine the validity of a proposition as follows. If an information
creator is trusted in a field, then any proposition created by the creator in the field is
believed. We formally define the semantics of trust in chapter 5. Based on that formal
semantics, in this chapter, several trust related predicates are directly defined and used.

Trust related predicates are defined in table 3.4.

3.3.5 Other Predicates, Function and Symbols

Other predicates and function to be used in KP are defined in table 3.5. Symbols used
to represent logical systems in KP are given in table 3.6.
Regarding predicate equivalent_to(c, k), in implementation, for different form of propo-

sition content (such as xml or xhtml data), this predicate is implemented as a program in
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Table 3.3: Predicates: Properties of Propositions

Predicate

Definition

assigned_truth_value(x,v)

C P x {True, False}
Proposition z has a truth value v assigned by
proposition creator. v may be one of “True”

or “False”.

believed_truth_value(a, x,v)

C E x P x {True, False,Unknown}

Agent a (representing provenance requester)
believes that proposition z has a truth value
v. v may be one of “True”, “False”, or “Un-

known”.

prop_content(x, c)

CPxD

¢ is the content of a atomic_prop z. In html
files, the content of a proposition usually is a
string; in xml files, the content of a proposi-

tion can be one or more xml elements.

in_field(z, f)

CPxF

Proposition z is in knowledge field f.

is_dependent_on(x,vy))

CPxP

Proposition z is dependent on proposition y.
In other words, the truth value of proposition
x is dependent on the truth value of propo-
sition y. In this thesis, z is called dependent
proposition, and y is called support proposi-

tion.

has_ancestor(z,y))

Proposition z has ancestor y, iff x is depen-
dent on vy, or x is dependent on z, and z has

ancestor y.

42
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Table 3.4: Predicates: Trust-related

Predicate Definition

trusted_in(a,c,f) | CEX Ex F

Provenance requester (or agent) a trusts information
creator ¢ on producing information in knowledge field
f- This predicate corresponds to an external process to
make trust judgment by giving trustor a, trustee ¢, and
field f. If the trust relationship holds, the process return

True; otherwise return False.

believed(x, a) CPxE
Proposition z is believed by agent a, that is, a believes
the truth of x which is given by the proposition’s cre-

ator(s).

different way. For example, if ¢ and k£ are xml data and they have the same DOM tree,
then they are equivalent to each other. The simplest but very limited implementation is
that ¢ is the same string as k.

A ground predicate is the predicate in which all variables are bound to individuals
(constants) in the domain of discussion.

These symbols will be defined in their contexts of discussion.

3.3.6 KP_props and Their Properties

In table 3.7, the first row lists the types of K P_prop such as “Asserted” for Asserted_prop,
and “Derived” for Derived_prop; the first column lists the properties a KP_prop may have;
and what properties each type of KP_props has are marked with “\/”. The properties

Wk

marked with are primary properties, called attributes hereafter, and other properties

can be derived from these attributes.
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Table 3.5: Other Predicates and Function

Predicate/Function

Definition

subClassO f(z,y)

CLxL
This is a predicate to represent that class z is a sub-class

of class y.

equivalent_to(c, k)

CDxD

This is a predicate to represent that proposition content
¢ is equivalent to proposition content k. If content ¢
is equivalent to content k, this predicate returns true;

otherwise returns false.

neg(z)

{T'rue, False, Unknown} — {True, False, Unknown}

This is a function to mimic logical operator —. In other
words, neg(z) is a term. The function is defined as fol-
lows: neg(True) = False; neg(False) = True; and when
T is anything else rather than True and False (actually,
the only the possible legal value is Unknown ), neg(z) =

Unknown.

44



CHAPTER 3. STATIC KNOWLEDGE PROVENANCE 45

Table 3.6: Symbols Representing Logical Systems

Trp1 denotes the set of axioms and theorems for static KP

ontology.

TkriKkB C Tkp1

denotes the set of axioms regarding the constraints

on the properties of different types of KP_props.

KBk pirues | C Tipi
denotes the set of axioms and theorems as rules for

provenance reasoning.

KBk pi,facts | denotes a set of ground predicates representing the

properties of KP_props related to answering a prove-

nance request.

3.4 Axioms

In this section, we use FOL (First Order Logic) to define and axiomatize static KP
ontology, which defines KP_props and inference rules for deriving the believed truth
value of a KP_prop.

In this thesis, we follow the convention that all unbound variables are universally
quantified in the largest scope, terms starting with uppercase are constants and terms
starting with lowercase are variables.

The contents of this section are organized as follows: first, the logic of static KP is
described in English; then, the axioms for proposition taxonomy are defined; the axioms
about information sources and how to determine the authenticity of KP _props are given;
since KP determines the believed truth value of a proposition based on the trust placed
in the proposition creator(s), we define axioms to specify the meaning of trust and belief;
then, based on these formal semantics, we give the rules to infer the believed truth values

of each type of propositions.
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Table 3.7: KP_props and Their Properties

KP _prop:

Asserted

Derived

Equivalent

Compound

propositoin_content*

v

<

Vv

mn_field”

vV

1s_dependent_on*

has_author*

has_publisher*

has_in foCreator

has_sig*

valid_sig

valid_webPub

has_authentic_source

believed

assigned_truth_value*

believed_truth_value

NI A A A A AN AN A AN

2 S S NG S S NG U S SO NG S S
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3.4.1 The Object Logic in Static KP

As stated earlier, the information unit considered in KP is “proposition”, called KP_prop;
the believed truth value of a KP_prop can be true, false, or unknown; furthermore, KP
needs to consider the logical relations among those KP_props. Therefore, a 3-valued
propositional logic comprising of KP_props needs to be represented in static KP ontology.

This object logic to be represented in KP is described as follows.

- An Asserted_prop is a KP_prop;
- a Derwed_prop is a KP_prop;
- an Fquivalent_prop is a KP_prop;

- if pis a KP_prop and ¢ is a KP_prop, pAq ! is a KP_prop, which is expressed with

a And_prop;

- if p is an KP_prop and q is a KP_prop, pVq is a KP_prop, which is expressed with

an Or_prop;

- if p is a KP_prop, —p is a KP_prop, which is expressed with a Neg_prop.

The above six types of KP_props are elementary, so called “basic types”. Further-
more, Asserted_prop, Derived_prop, and FEquivalent_prop are atomic KP_prop, so called
atomic_prop; And_prop, Or_prop, Neg_prop are compound, so called Compound_prop.

Each Asserted_prop or Derived_prop has an assigned truth value, assigned by informa-
tion creator; every KP_prop has a believed truth value, believed by a provenance requester.
An assigned truth value must be either True or False; a believed truth value can be True,
False or Unknown. “Unknown” is introduced for the situations in which the provenance

requester cannot determine the truth of a proposition being True or False.

'In the object logic, operator A denotes logical conjunction; similarly, V denotes logical disjunction;
- denotes logical negation.
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Table 3.8: Truth Table of Logical Operators
p | g |pAg|pvg|-p
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The believed truth value of an Asserted_prop is determined by (1) the assigned truth
value of this proposition, and (2) whether this proposition is believed by the provenance
requester. A proposition is believed if its creator is trusted by the provenance requester

in a field covering that proposition.

The believed truth value of an Derived_prop is determined by (1) the assigned truth
value of this proposition, (2) whether this proposition is believed by the provenance re-
quester, and (3) the believed truth value of the support proposition which this proposition
is dependent on. Relation “is_dependent_on” means that if KP_prop p is dependent on
KP_prop q, the believed truth value of g needs to ba taken into account in determining

the believed truth value of p.

The believed truth value of an Equivalent_prop is equivalent to the believed truth value
of the support proposition which this proposition is dependent on, if the contents of these
two proposition are equivalent.

The believed truth value of a compound proposition is determined by the truth table
of Kleene’s 3-valued logic [103] as shown in table 7.

In the following, we use FOL as language to elaborate this 3-valued propositional
logic of KP_props. In our formalization, each KP_prop is handled as an object,

in other words, KP_props are individuals in FOL rather than propositions. In this way,
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we can easily use FOL to represent the believed truth value and assigned truth value,
as well as other properties of KP_props. Those KP_props can be regarded as “reified”
propositions [164] (pp.37). However, there is a slight difference between “object” and
“reified proposition”. A “reified” proposition is a term, and the only concerned property
of it is truth value; an object representing a KP_prop has more concerned properties

related to the provenance of that proposition.

3.4.2 Domain Closure

As discussed in the terminol