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PREFACE

This report is an augmented version of a report originally issued in September of
1976, during the demonstration at the end of the five-year speech effort. The first
section reports on the various speech understanding systems developed at CMU during
the five year period and highlights theiv individual contributions. Section 1l contains a
brief description of several techniques and knowledge sources that contributed to the
success of the final systems. Section 111 gives detailed performance results of the
Harpy and Hearsay-1l systems. Results include the performance of the systems not
only for the 1000 word task but for several simpler tasks. Section IV contains
reprints of papers presented at various conferences since September 1976. Section
V contains a list of publications of the CMU speech group.

The CMU Speech Group gratefully acknowledges the following contributions which
have been instrumental to the successful conclusion of the five-year speech
understanding systems research effort at Carnegie-Mellon University:

Howard Wactlar, Director of our Computer Facility, for his untiring efforts in
providing a smoothly working real-time computing environment for speech
understanding systems research.

Carolyn Councill, Mark Faust, Bill Haffey, John Paulson, and other members of the -
operations staft for providing 2 highly c00perative and reliable operating
environment. '

Bill Broadley, Stan Kriz, Rich Lang, Paul Newbury, Mike Powell, Brian Rosen, and
Jim Teter of the engineering Broup who designed and maintained the special-
purpose systems needed for this research. A special thanks to Mark Firley and
Ken Stupak for their superb engineering support. .

Allen Newell for giving freely of his time and ideas to foster this research.

Joe Traub and the Faculty of the Department of Computer Science for their help
in facititating this research.

Other individuals and groups working in this area for providing a stimulating,
intellectual atmosphere in which to solve this difficult problem.

Dave Cerlstrom, Steve Crocker, Cordell Green, Lick Licklider, and Larry Roberts

for providing a research management environment which makes breakihroughs
possible.
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. MULTI-SYSTEM APPROACH TO SPEECH UNDERSTANDING*
Raj Reddy

INTRODUCTION

In 1971, a group of scientists recommended the initiation of a five-year research
program towards the demonstration of 4 large-vocabulary connected speech
understanding system (Newell et al, 1971). Instead of setting vague objectives, the
group proposed a set of specific performance goals (see Fig. 1.1 of Newell et at.,
1971). The system was required to accept connected speech from many speakers
based on a 1000 word vocabulary task-oriented grammar, within a canstrained task,
The system was expected to perform with less than 107 semantic errors, using about
300 million instructions per second of speech (MIPSS)** and to be operational within a
five year period. The proposed research was a highly ambitious undertaking, given
the almost total lack of experience with connected speech systems at that time.

The Harpy and Hearsay -1l systems devcloped at Carnegie-Mellan University had
the best overall performance at the end of the five year period. Figure 1 illustrates
the performance of the Harpy system relati » to the original specifications. It not
only satisfies the original goals, but excerds some of the stated objectives, It
recognizes speech from male and female tpeakers using a IOll—word—vocabuiary
document retrieval task. Semantic error is B/ and response is an order of magnitude
faster than expected. The Hearsay-II system achieves similar accuracy and runs about
2 to 20 times slower than Harpy.

Of the many factors that led to the final successful demonstration of these
systems, perhaps the mos! important was thi systems development methodology that
evolved. Faced with prospects of develoning systems with a large number of
unknowns, we opted to develop several intermediate "throw-away" systems rather
than work towards a single carefully design:d ultimate system. Many dimensions of
these intermediate systems were deliberately finessed or ignored so as to gain deeper
understanding of some aspect of the overall <ystem. The purpose of this paper is to

* Paper to ap

GOAL (Nov. 1971)
Accept connected speech
from many
cooperative speakers
in a gquiet room
using a good microphone
with slight tuning /speaker
accepting 1000 words
using an artificial syntax
in a constraining task
yielding < 107 semantic error
requiring approx. 300 MIPSg**

HARPY (Nov. 1976)
Yes
5 {3 male, 2 female)
yes
computer terminal room
close-talking microphone
20-30 sentences/talker
1011 ward vocabulary
avg. branching factor = 33
document retrieval
5/
requiring 28 MIPSS
using 256k of 36 bit words
costing §5 per sentence processed

Figure 1. Harpy performance compared to desired goals.

pear in Carnegie-Mellon Comput:

' Science Research Review, 1977.
* The actual specifications stated "a few limes reai-time” on a 100 MIPS (Million
instructions per second) machine.



Task characteristics
speakers; number, male/female, dialect
vocabulary and syntax
response desired

Signal gathering environment
room noise level
transducer characteristics

Signal transformations
digitization speed and accuracy
special-purpose hardware required
parametric representation

Signai-to-symbol transformation
segmentation?
level transformation occurs
label selection technique
amount of training required

Matching and searching
relaxation: breadth-first
blackboard: best-first, island driven
productions: best-first
Locus: beam search

Knowledge source representation
networks
procedures
frames
productions

System organization
levels of representation

single processor / multi-processor

Figure 2. Design choices for speech understanding systems.

ilustrate the incremental understanding of the solution space provided by the various
intermediate systems developed at CMU.

Figure 2 illustrates the large number of design decisions which confront a
speech understanding system designer®. For each of these 10 to 15 design decisions,
we have 3 to 10 feasible alternative choices. Thus the solution space for speech
systems seems to contain 106 to 105 possible system designs. Given the interactions
between design choices, it is not possible to evaluate each design choice in isolation
outside the framework of the total system.

* Further discussion of many of these design choices can be found in Reddy
(1976). _
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MANY KNOWLEDGE SOURCES MULTI-PROCESSOR

INDEPENDENT, COOPERATING EFFICIENT DECOMPOSITION
BACKTRACKING ASYNCHRONOUS, PARALLEL
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Speech Understanding Systems Genealogy



SYSTEMS

Figure 3 shows the genealogy of the .peech understanding systems developed
at CMU. In this section we will briefly outline the interesting aspects of each of these
systems and discuss their contributions towards the development of speech
understanding systems technology. More complete descriptions of these systems can
be found in the references listed at the end.

The Hearsay-1 System (Erman, Fennell, Lowerre, Neely, and Reddy)*

Hearsay-l (Reddy, Erman and Neely 1973; Reddy, Erman, Fennell and Neely
1973), the first speech understanding system developed at Carnegie-Melion University,
was demonstrated in June of 1972. This system was one of the first connected speech
understanding systems to use task dependent knowledge to achieve reduction of the
search space. Recognition uses a best-first scarch strategy. :

Model

Hearsay-1 was the first system to utilize independent, cooperating knowledge
sources and the concept of a global data base, or "blackboard”, through which all
knowledge sources communicate. Knowledge sources consist of the acoustic-phonetic,
syntactic, and semantic modules. Each module operates in the "hypothesize-and-test"
mode. Synchronous activation of the modules leads to a best-first search strategy.
Several other systems have used this strategy (Forgie 1974). This system was one of
the first to use syntactically derived word diagrams and trigrams, as anti-productions
(Neely 1973), to predict forward and backward from “istands of reliability”. Task
dependent knowledge, such as a board position in the chess task, is used by the
semantic module (Neely 1973) to reject meaningless partial parses early in the
recognition process. The acoustic-phonetic module uses amplitude and zera-crossing
parameters to obtain a multilevel segmentalion into syllable-size and phoneme-size
units (Erman, 1974} '

Performance

Over a wide range of tasks, the averapc sentence error rate was 697 with a a
word error rate of 457. Speed varied between 3 and 15 MIPSS over 162 utterances
containing 578 words. Hearsay-l yields much higher accuracies on tasks with which it
is carefully trained, For the chess task, for inslance, average sentence and word error
rates were 21 and 7 percent, respectively, wilh an average speed of 2 MIPSS.

Discussion '

Hearsay-1, as a successful connected-«peech understanding system, served to
clarify the nature and necessary interaction of several sources of knowledge. Tts
flexibility provided a means for testing and ealuating competing theories, allowing the
better theories to be chosen as a basis for later systems. In retrospect, we believe
this system organization would have been adequate for the ARPA specifications given
present acoustic-phonetic knowledge.

* The principle contributors towards the development of each of these systems are
listed within parentheses. :



The Dragon System (Baker)

Baker formulated the recognition process as a dynamic programming problem.
The Dragon recognition system (Baker, 1975), based on this model was first
demonstrated in April of 1974, The systein was motivated by a desire to use a
general abstract model to represent knovrledge sources. The model, that of a
probabilistic function of a Markov process, is flexible and leads to features which allow
it to function despite high error rates. Recognition accuracy was greater with Dragon
than with Hearsay-1, but the system ran significantly slower.

Model

Bragon was the first system to demonstrate the use of a Markov model and
dynamic programming in a connected speech understanding system. It included several
interesting features, such as delayed decisions and integrated representation, and is
based on a general theoretical framework. The general framework allows acoustic-
phonetic, syntactic, and semantic knowledge 10 be embodied in a finite-state network.
Each path through this precomplied network represents an allowed pronunciation of a
syntactically acceptable sentence. Recognilion proceeds left-to-right through the
network, searching all possible paths in paralle! to determine the globally optimal path
(i.e,, the path which best matches the spoken utterance). Acoustic inputs are peak-to-
peak amplitudes and zero-crossings from overlapping, one-third octave filters, sampled
every centi-second.

Performance

Recognition accuracy was greater with DOragon than that obtained with Hearsay-
I, but at a cost of speed, Dragon being approximately 5 to 10 times slower. Over a
wide variety of tasks, the average sentence crror rate was 517. Speed ranged from
14 to 50 MIPSS. The computation is essentiaily linear with the number of states in the
Markov network. Performance was later improved by Lowerre (Lowerre, 1976).

Discussion

Oragon, with more accurate performaice than Hearsay-l, served to stimulate
further recearch into factors thal led to its improved performance. Many of the ideas
motivating its design were important in the development of subsequent connected-
speech understanding systems. Although later systems do not use the Markov Model
and do not guarantee finding the globally optimal path, the concepts of integrated
representation of knowledge sources and delayed decisions proved to be very
valuable.

The Harpy System (Lowerre and Reddy)

The Harpy system (Lowerre 1976) was the first connected speech system to
satisfy the original specifications given in the Newell report and was first
demonstrated in September of 1976. System design was motivated by an investigation
of the important design choices contributing to the success of the Oragon and
Hearsay-1 systems. The result was a combinalion of the "best" features of these two
systems with additional heuristics to give high speed and accuracy.

Model

The Harpy system uses the locus model of search. The locus model of search, a
very successful search technique in speech understanding research, is a graph-
searching technigque in which all except a be am of near-miss alternatives around the




best path are pruned from the search tree at each segmental decision ‘paint, thus
containing the exponential growth without requiring backtracking. This technique was
instrumental in making Harpy the most successful connected speech understanding
system to date. Harpy represents syntactic, lexical, and juncture knowledge in a
unified network as in Dragon, but without the a-priori transition probabilities. Phonetic
classification is accomplished by a set of speaker-dependent acoustic-phonetic
templates based on LPC parameters which represent the acoustic realizations of the
phones in the lexical portion of the network.

Performance

The system was tested on several diiferent tasks with different vocabularies
and branching factors. On the 10l1l-word task using the AIXOS5 grammar (see
Appendix 1II-C), the system word error rate was 37 and the semantic error rate was
57 (see fig. 1). The system was also tested with connected digits recognition attaining
a 27 word error raie. Using speaker-indepe ndent templates, error rate increases to
77 aver 20 speaker including 10 new speakers. Using telephone input increases the
error rate 1o 77 to 117 depending on the noise characteristics of the telephone
system. '

Discussion

«  Backlracking and redundant computation have always been problematic in Al
systems. The Harpy system eliminates these in an elegant way, using the beam search
technique. By compiling knowledge ahead of time, Harpy achieves a level of efficiency
that is unattainable by systems that dynamically interpret their knowledge. This
permits Harpy to consider many more alternatives and deal with error and uncertainty
in a graceful manner.

The Hearsay-l11 System (Erman, Hayes-Roth, Lesser, and Reddy)

_ Hearsay-Il has been the major researih effort of the CMU speech group over
the last three years. During this period, solutions were devised to many difficult
conceptual problems that arose during the implementation of Hearsay-I and other
earlier efforts. The result represents nol onl; an interesting system design for speech
underslanding but also an experiment in the area of knowledge-based systems
architecture. Attempts are being made by other Al groups to use this type of
architecture in image processing and other knowledge-intensive systems.

Hearsay-11 is similar to Hearsay~I in'that it is based on the hypothesize-and-test
paradigm, using cooperaling independent knowledge sources communicating through a
giobal data structure (blackboard). It differs in the scnse that many of the limitations
and shortcomings of Hearsay-I are resolved in Hearsay-il.

Hearsay-iI differs from the Harpy systim in that it views knowledge sources as
different and independent and thus cannol always be integrated into a single
representation. Further, it has as a design .oal the ability to recognize, understand,
and respond even in situations where sentences cannot be guaranteed to agree with
some predefined, restricted language model as is the case with the Harpy system.

Model

The main features of the Hearsay-II sy.tem structure are: 1) the representation
of knowledge as self-activating, asynchronous, parallel processes, 2) the
representation of the partial analysis in a generalized three-dimensional network; the
dimensions being level of representation (e.., parametric, segmental, syllabic, lexical,
syntactic), time, and alternatives, with contextual and structural support connections
explicitly specified, 3} a modular structure for incorporating new knowledge into the
system at any level, and 4) a system structure suitable for execution on a parallel
processing system. .



Performance

The present system has been tested using about 100 utterances of the training
data for the 101l-word vocabulary task. For a grammar with simpie syntax {(AIXO5,
the same one used by Harpy), the sentence error rate is about 167 {(semantic error
167). For a grammar with more complex syntax (AIX15, see appendic [1I-C), the
sentence error rate is about 427 (semantic er:or 267). The system runs about 2 to 20
times slower than Harpy.

Discussion

Hearsay-1l represents an important anc continuing development in the pursuit of
large-vocabulary speech understanding systeins. The system is designed to respond in
a semantically correct way even when the information is fuzzy and only partial
recognition is achieved. Independent knowledse sources are easity written and added
to Hearsay-II; knowledge sources may alto be removed in order to test their
effectiveness. The Hearsay-11 system aichitecture offers great potential for
exploiting parallelism to decrease recognition times and is capable of application to
other knowledge-intensive Al problems dealing with errorful domains. Many more
years of intensive research would be necess.ary in order to evaluate the full potential
of this system.

The Locust System {Bisiani, Greer, Lowe rre, and Reddy)

Present knowledge representation and search used in Harpy tend to require
much memory and are not easily extendable to very large languages {(vocabularies of
over 10,000 words and more complex syntav). Bul we do not view this as an
insurmountable limitation. Modified knowledf . representation designed for use with
sccondary memories and specialized pagir.s should ' overcome this difficulty, In
addition, it appears larger-vocabulary sjpieech understanding systems can be
implemented on mini-computers without tignificant  degradation in performance.
Locust is designed to demonstrate the feasibilily of these ideas,

Model

The model is essentially the same &. the Harpy system except, given the
limitations of storage capacity of main memory, the knowledge representation has to
be reorganized significantly . The network is assumed to be larger than main memary,
stored on secondary memory, and retrieved u-ng a specialized paging mechanism. The
choice of the file structure representation ad clustering of the states into pages of
uniform size are the main technical problems associaled with the development of this
syslem.

Discussion

A paging system for the 1011 word ‘ocabulary is currently operational on a
PDP-11/40E and has speed and accuracy perflaormance comparable to Harpy on a PDP-
10 (KAL10). Simulation of various paging modr s is currently in progress. As memories
with decreased access times become availatlc, this class of systems is expected to
perform as accurately and nearly as fast as s «temns requiring no secondary memory.

[y

Parallel Systems (Feiler, Fennell, Lesser, McCracken, and QOleinick)

Response time for the present systerr. is usually greater than real-time, with
indications that larger vocabularies and more complex syntax will require more time for
search. One method of achieving greater spe~d is to use paratlel processing. Several
systems designed and developed at CMU e-ploit multi-pfocessor hardware such as
C.mmp and Cmx,



Models

Several systems are currently under development as part of multi-processor
research projects which attempt to explore potential parallelism of Hearsay and Harpy-
like systems. Fennell and Lesser (1977) stucied the expected performance of parallel
Hearsay systems and issues of algorithm decomposition. McCracken (1977) is studying
a production system implementation of the H arsay model. Oleinick (1977) and Feiler
(1977) are studying paraliel decompositions of the Harpy algorithm. Several of these
studies are not yet complete, but preliminary performance results are very
encouraging. Oleinick has demonstrated a veision of Harpy that runs faster than real-
time on C.mmp for several tasks.

Discussion

The main contribution of these system studies (when completed) will be to show
the degree of parallelism which can reasonably be expected in complex speech
understanding tasks. Attempts to produre reliable and cost-effective speech
understanding systems would require extensive studies in this direction.

DISCUSSION

In the previous section we have briefly outlined the structure and contributions
of various speech systems developed at CMLl. [n retrospect, it is clear that the slow
rate of progress in this field is directly attributable to the large combinatorial space of
design decisions involved. Thus, one might reasonably ask whether the buman
research strategy in solving this and other <imilar problems can benefit from search
reduction heuristics that are commonly used in Al programs. Indeed, as we look
around, it is not uncommon to find reseach paradigms analogous to depth-first
exploration, breadth-first with shallow cut-oif, backtracking, "jumping-to-conclusions”,
thrashing, and so on.

Our own research has been dominated by two such paradigms. First is a variant
of best-first search: find the weakest Lnk (and thus the potential for most
improvement) in the system and attempt to improve it. Second is a variant of the
beam search: when several alternative approaches look promising, we use limited
paraliel search with feed-forward. The systems shown in Figure 3 are examples of
this type of system iteration and multi-systems approach.

Many system design decisions require «n operational total systems framework to
conduct experiments. However, it is not necessary to have a single system that
permits all possible variations of system desians. Given enough working components,
with well-designed interfaces, one can canstruct new system wvariants without
excessive effort. '

The success of the speech understanding research effort is all the more
interesting because it is one of the few e<amples in Al research of a five year
prediction that was in fact realized on time and within budget. It is also one of the
few examples in Al where adding additional knowledge can be shown to lead to system
speed-up as well as improved accuracy.

We note in conclusion that speech und-rstanding research, in spite of the many
superficial differences, raises many of the sane issues that are central to other areas
of Al Faced with the problem of reasoning n the presence of error and uncertainty,
we generate and search alternatives which have associated with them a likelihood
value representing the degree of uncertainty. Faced with the problem of finding the
most plausible symbolic description of the uttrrance in a large combinatorial space, we
use techniques similar to those used in least-cost graph searching methods in problem



solving. Given the problems of acquisition and representation of knowledge, and
control of search, techniques used in speech are similar to most other knowledge
intensive systems. The main difference is that given human performance the criteria
for success, in terms of accuracy and response time, far exceed the performance
requirements of other Al tasks except perhaps vision.
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II. KNOWLEDGE SOURCES AND TECHNIQUES

The Zapdash Parameters, Feature Extraction, Segmentation, and Labeling for
Speech Understanding Systems (Goldberg, Reddy, and Gill)

Introduction

In spite of early success with very simple parametric representations of speech
(see Reddy 1966 and Erman 1974), recent emphasis has been on highly accurate but
computationally expensive parameter extraction techniques such as LPC spectral
analysis, formant tracking, etc. We feel that simpler, more efficient methods must first
be applied to reduce the amount of input data before more expensive analysis is
performed. The uniform application of LPC analysis to all the input produces accurate
but very redundant results, and at high cost. (see Goldberg 1975)

Our approach involves two levels of parameter extraction and analysis. The first
level produces an accurate segmentation with strong clues as to manner of articulation
and phonetic identity of the segments. For this purpose, we have developed the
ZAPDASH parameters, described below. They provide a highly efficient basis for an
accurate, robust segmenter and broad classifier. After the phonetic elements are
isolated, a uniform LPC labeling stage is applied only where it is needed to further
refine  the segment identification. Preliminary evaluations show significant
computational savings is possible with no sacrifice of segmentation or labeling
accuracy,

The ZAPDASH Paramelric Representation

As digital processing of speech becomes commonplace, it becomes desirable to
have a parametric representation of speech which is simple, fast, accurate, and directly
obtainable from the PCM representation of speech. The ZAPDASH representation of
speech (Zerocrossings And Peaks of Differenced And SmootH waveforms) is of this
nature. An important means of reducing computational cost in much of the iow level
processing of speech is to reduce the quantity of data in the input representation to
the minimum necessary for accurate analysis of the phanetic content of the speech
signal. Our past experience shows that very simple measures of activity in the low
and the high frequency bands (approximately: <lkHz. and >1kHz.) would suffice for all
but the fine labeling stage. Peak-to-peak amplitudes and zero-crossing counts provide
simple measures of the amount of activity within each particular band. In ZAPDASH,
the PCM data is used to generate a differenced waveform and a down-sampled,
smoothed waveform (for 10KHz sampling rate, the smoothing FIR filter coefficients
were -1 012444210 -1, used every 4th point). Peak-to-peak distances and
number of zero-crossings are calculated each 10 ms, resulting in 400 8-bit parameters
per second of speech. ZAPDASH can be calculated in 15 to 20 computer instructions
per sample and, therefore, can be extracted in less than a 1/3 real time on
minicomputers with 2 micro-sec. instruction time. A simple parametric representation
like ZAPDASH appears to provide sufficient information for accurate phone
segmentation, thus sharply reducing the amount of more detailed spectral analysis
required by many other methods. The resulting four parametric measurements
(Smoothed Peak-to-peak, Smoothed Zero-crossing, Differenced Peak-to-peak, and
Differenced Zero-crossing) are sufficient to detect, with reasonable accuracy, a set of
10 features, described below, which are quite useful for both segmentation and initial
broad labeling. The ZAPDASH parameters are used by the first stage segmenter to
make decisions on manner of articulation. The resulting segmentation and broad
classification is accurate yet inexpensive. Further refinement of the segment labels
using spectral analysis is then much more economical.
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Segmentation and Broad Classification

The first stage of the program contains an hierarchical, feature-extraction based
segmenter and classifier. A number of features relating to manner of articulation are
extracted. Silence, voicing, frication, front-back placement, high-low placement,
consonant-like, flap-like, aspiration-like, nasal, and sibilant decisions are made using
the ZAPDASH parameters. In the processing of an utterance, a set of segments is
chosen, with broad classification, for the entire utterance. These identify regions of
the signal such as SIL-silence, SON-sonorant, UFR-unvoiced fricative, VBK-back vowel,
etc. Further sub-segmentation andfor reclassification is conditional upon segment
class type, context, and feature values. There are 59 classes currently used internally,
although many overlap one another in the acoustic space.

Modified LPC Labeling

At the second stage, where no further refinement is possible using the ZAPDASH
information, a fine labeler is applied at the mid-points of all segments. The original
PCM signat is compared against stored templates by a modified LPC distance metric.
Itakura’s minimum prediction residual metric (Itakura 1975) is used to compare the
segment mid-point to a set of speaker-specific trained templates. The segment class is
used to provide a sub-set of the approximately 100 templates, or a set of a priori
weights to be added to the metric values for all templates. In this way, the manner-
of-articulation and the contextual information provided by the earlier feature
extraction improve the labeling.

Results

The highly efficient segmentation procedures in the first level segmenter and
the limitation upon the need for LPC analysis provide a factor of 5 speedup over the
uniform procedures used by HARPY and Hearsay-Il. Preliminary tests with this
program indicate that results for HARPY using this parameterization will be just as
accurate and will be computed faster than the results obtained with the more
redundant parameterization it now uses. Present performance of ZAPDASH can be
summarized as follows: Segmentation -- less than 207 extra segments, less than 27
missed segments, and boundary placement within an average of 10 ms. of the manually
defined location. Labeling {broad classes) -- 907 correct, (finer labeling) —- correct
template in first place 507 of the time, in the first five places 757 of the time. A more
detailed evaluation will be avaitable shortly.
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A Syllable Based Word Hypothesizer for Hearsay-I1 (Smith)

Problem and Motivation

A central problem for speech understanding systems is efficiently and accurately
determining what words are implied at the lexical level by the data at lower levels.
One solution to the problem is to map each word hypothesized by syntactic and
semantic information to the lower level representation, then match and rate the word.
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But as speech’ systems permit larger vocabularies and languages with less restricted
syntax and semantics, they must depend more on -bottom- -up methods to limit the
search space of possible word sequences. The effectiveness of a hypothesizer can be
measured by the percent of the correct words and the number of competing words it
hypothesizes. One method of bottom up word hypothesization is to go directly from
the phone sequences found for the utterance to word hypotheses as in the BBN HWIM
speech system (Klovstad, 1976). The solution used in Hearsay-II uses an intermediate
level of syllables between the words and phone segments.

Solution .

+ The word hypothesizer uses equivalence classes of syllables (called Syltypes) to
support word hypotheses (Smith, 1976). These Syltypes were defined so that
syllables which were likely to be given simifar segments and labels by the speech
system would have the same Syltype. No attempt is made by the word hypothesizer
to distinguish between words which have the same sequence of Syltypes. The word
verifier tater makes this distinction as it rates the words.

The Syltypes we now use are defined by a sequence of states corresponding to
phoneme equivalence classes. A Markov probability mode! relates the state sequence
of a Syltype to the segment labels hypothesised by the segmenter and labeler. A
word may be hypothesised by the following sequence of events: For each syllable
nucleus in the utterance (defined by a heuristic using segment |abels and an amplitude
function), the most likely Syltype state sequences are found by searching the segments
from the nucleus out to adjacent nuclei, or perhaps the utterance boundaries. For
each Syltype hypothesized with a "good” rating the set of words containing syliables
mapping to the Syltype, are retrieved using an inverted lexicon. A multi-syllabic word
in the set is rejected if it matches poorly with adjacent Syltype hypotheses. The word
verifier is then called to rate each word. Those with a poor rating are rejected.

Resuits

Since the word hypothesizer’s ratings for words are used only to determine
whether to reject the word or to verifier the word, it is used as a filter for the word
verifier. The performance relevant to this task is the percentage of the spoken words
correctly hypothesized and the fraction of the vocabulary hypothesized per spoken
word. The results from twenlty test sentences indicate that, for a 1011 word
vocabulary, 677 of the correct words are hypothesized when 80 words are
hypothesized per spoken word (87 of the vocabulary). COf course these numbers can
be varied by changing thresholds. If the speech system can function with only 577 of
the correct words hypothesized bottom-up, then only 51 words need to be
hypothesized per spoken word (57 of the vocabutary). Similarly, higher accuracy can
be obtained with a greater number of competing word hypotheses.
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Wizard: A Word Verifier for Hearsay-il (McKeown)

Problem and Motivation

A key problem for speech understanding systems is the verification of word
hypotheses generated by various knowledge sources in the system. The verifier must
assign a likelihood score which is commensurate with the match between the
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underlying acoustic data and the phonetic description of the word. The goodness of a
score may be only temporally significant; the scores should rank order competitive
words in any time area such that the correct word is high in the ordering. In addition
to this acceptance criteria, it is also necessary for the verifier to reject absolutely a
large percentage of the hypothesized words, without rejecting a significant number of
correct words, in order to constrain the combinatorics at higher levels.

Solution

In HEARSAY II, words may be generated bottom-up by the word hypothesizer
(POMOW) or predicted top-down by the syntax and semantics module (SASS). Each
uses a very different strategy for verification since bottom-up hypothesis have a
known approximate begin/end time while top-down hypotheses use a verified word to
predict words to the left or right, and thus only one time is known. _ .

The word verifier, WIZARD, uses a general Markov mode! for speech recognition
(BAKER,1975 ; LOWERRE,1976). The acoustic information is a segmentation of the
utterance where each segment is represented as a vector of phoneme probabilities.
Each word in the lexicon is represented by a statically defined network which
embodies alternate pronunciations of the word. This model finds the optimal path
through the word network and assigns as the word score a normalized sum of all the
iog-probabilities for states (phonemes) on that path. Networks do not take into
account word junctures but do handle internal phoneme junctures. Thus WIZARD
attempts to verify words as if they exist in isolation.

Wizard handles bottom-up words in the following manner: The predicted
begin/end times are mapped into their respective beginfend segments: bseg/eseg. All
paths which begin at bseg-1/bseg/beg+1 and end at eseg-1/eseg/eseg+l are explored
in parallel. Each of the nine possible optimal mappings is examined and the .best of
these is chosen as the mapping of the word network over the segmented acoustic data.
This possible time shifting allows the verifier to recover from incorrect times due to
differences in representation of the acoustic data between knowledge sources. As a
result, the verifier may change times on word hypotheses as well as rate them.

Words which are hypothesized top-down pose a different problem in terms of
verification, since only the begin or end time is known. In this mode it is necessary for
WIZARD to predict the missing time as well as to return a rating. A major problem is
bounding the number of segmenis considered in a prediction. Currently several
heuristics are employed. Since all states on the optimal path must be mapped to at
teast one segment, the lower bound on the number of segments is the minimal number
of network transitions (mintran). An upper bound was experimentally determined to be
d4xmintran, thus on the average no more than 4 segments are mapped into any one
state. This number is a function of the segmentation, which tends to over-segment,
and the network descriptions, which allow reduced spellings. The POMOW word
hypothesizer generates an upper bound based on the expected number of vowel
nuciei in the word and their position relative to the beginning of the prediction. The
smaller of these upper bounds is used. WIZARD iteratively maps each of the segments
from the given begin segment to the upper bound. It considers those mappings which
fall between the lower and upper bounds and picks the best after appropriate
normalization. The time of the best end segment is returned along with the rating.

Results and Conclusions

The results summarized in Table | are for five data sets, containing 100
utterances, in which 332 correct words were hypothesized bottom-up by POMOW. In
addition, 13053 incorrect words were generated. The vocabulary size for POMOW and
WIZARD was approximately 550 words. WIZARD rated each of the words using
begin/end times generated bottom-up. Each verification took, on the average, 100ms of
CPU time on a DEC PDP-10 (KA). For each rating threshold (15,10) the number of
correct and incorrect words that were accepted or rejected is tabulated. From this
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data the number of words hypothesized per word position and the percent of the
vocabulary hypothesized per word position can be calculated. These numbers give a
vocabulary independent measure of performance, allowing comparisons between
various system configurations. An average rank order of the correct word is provided
which measures, at each threshold, the number of words in each word position that
must be examined in order to include the correct word. The range of rank orders
between the data sets (20 utterances/set) is also indicated.

TABLE I
THR 15 # HYPED BY POMOH RCCEPTED REJECTED 5.6 RANK ORDER
CORRECT 332 326 (98%) 6 ( 2%) 3.6 - 7.1)
INCORRECT 13053 18426 (88%) 2627 (28%)
TOTAL 13385 18752 (881} 2633 (287
#/HCRD POS 40 (8%) 32 ( 6%) 8 (2%
THR 18 # HYPED BY POMONW ACCEPTED REJECTED 4.5 RANK ORDER
CORRECT 332 312 (940 28 ( 6%} (3.4 -~ 5.6}
INCORRECT 13853 6462 (493%) 6531 (510
TOTAL 13385 6774 (51%) 6611 (49%)
#/HUORD POS 40 (87) 20 ( 42) 20 ( 40

Sample results of verification in the prediction mode are presented in Table Il
In this mode it is important that the best rating for the predicted word comes from a
mapping that closely approximates the actual time in which the word appears. If this is
not the case there is the danger that a correct word, which is highly rated, will be
hypothesized with times which will disrupt the recognition of word sequences by top
end knowledge sources. Small errors in the determination of the missing time can
propagate time errors which may cause whole words to be missed. Table II
summarizes the results of an experiment to predict beginfend times of 529 words
where both times were actually known. The distance, in segments, is calculated from
the known word bound and its predicted word bound. The table also shows the
distribution of distances for the best mapping. Given that the average segment
duration is 3.2¢cs, a distance of 2 would correspond to a range of predicted bounds
6.5¢cs about the actual bound. Each prediction takes, on the average, 180ms of CPU
time.

TABLE 11

BEST RANKED PREDICTED WORD BOUNDARY

pDIST FRECQ 7 cun z
g 125 247 24%
1 209 407 64X
2 1e3 19% 83%
3 41 8% 91%
4 20 L¥4 95%
5 17 3% 98%
6 7 1% 99%
7 4 1% 1ee%
8 2 B8z
9 1 ¥4

Y] 8

Areas of further research involve dynamic generation of multiple word networks
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using static networks and word juncture rules, alternate score normalization schemes,
and improvement in the effectiveness of bounding predictions using vowel nuclei.
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Word Pair Adjacency Acceptance Procedure in Hearsay-II (Robert Cronk)

Introduction

In the Hearsay-ll speech understanding system, several knowledge sources
attempt to construct sequences of words from the word candidates hypothesized on
the blackboard. Pairs of words which are approximately time-contiguous and
syntactically adjacent (may be paired in the grammar} are considered for extending
word sequences. To avoid the combinatorial explosion which occurs in a grammar with
a large branching factor, a procedure is required which will constrain the number of
word pairs to those which have a high probability of being the correct ones.

Such a procedure must be computationally inexpensive, since it must make
decisions on hundreds of pairs of hypothesized words. It must rely upon knowledge of
word junctures and upon the information contained in the segmental transcription of
the spoken utterance. And it must reject as many incorrect pairs (word pairs not
actually spoken) as possible, without rejecting any of the correct pairs.

This paper describes the word pair adjacency acceptance procedure (JUNCT)
developed for Hearsay-ll, the knowledge it uses, and the current results.

Description

Input to the JUNCT procedure is a pair of word hypotheses. If it determines
that the words are adjacent, based upon the times associated with the hypotheses, the
juncture rules contained in the procedure, and the blackboard segmental description of
the spoken utterance the pair is accepted as a valid sequence; otherwise it is rejected.

Word junctures which JUNCT must use to make its decisions fail within three
distinct cases:

(1) Time-contiguous hypotheses: Words which are time contiguous in the blackboard
are immediately accepted by JUNCT as a possible sequence. No further tests for
adjacency are performed.

(2) Overlapping hypotheses: When two words overlap in time, juncture rules are
applied in the context of the blackboard segmental transcription of the utterance to
determine if such a juncture is allowable for the word pair.

(3) Separated hypotheses: When the words are separated by some interval of time,
rules are applied, as in the overlap case, to determine whether the pair can be
accepted as a valid sequence in the utterance.

The juncture rules used by JUNCT are of two types: (1) allowable overlaps of
word end-phoneme and begin-phoneme, and (2) tests for disallowed segments within
the word juncture. A bit matrix of allowable overlaps is precompiled into the
procedure, and is indexed by the end-phoneme and begin-phoneme of the word pair.
Any overlap juncture involving phonemes which are not allowed to share segments is
rejected by JUNCT. In the separation case, as in allowed cverlaps, the blackboard
segmental description of the spoken utterance is examined in the context of the end-
phoneme and begin-phoneme of the word pair to determine if any disallowed segments
are present in the juncture gap. If such segments are found, the word pair is rejected.
Only when a word pair passes all rule tests which apply in the segmental context of its
juncture is it accepted as a valid sequence.
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Current Resulls

Stand-alone performance evaluation runs were made over 60 utterances using
words generated from files produced by the Hearsay-Il word hypothesizer.
Syntactically adjacent pairs of words whose ratings were 40 and above (on a scale
from O to 100) and whose times {left-word end time and right-word begin time) were
within a 200 millisecond interval were considered. All of the words used for testing
the procedure were hypothesized "bottom-up"” in Hearsay-II; no predictions were used
in the evaluation runs. The following table summarizes the performance of the JUNCT
procedure,

CORRECT INCORRECT TOTAL
WORD PAIRS | WORD PAIRS

ACCEPTED 188 (957) | 2891 (417) 3079 (427)

REJECTED 5 (57) 4224 (597) 4233 (587)

TOTAL 197 7115 7312

It is expected that, as lower-level sources of knowledge provide more accurate
times for word hypotheses, the rules for acceptance of valid word pairs may be
tightened, further increasing the speed and performance of Hearsay-IL

Syntactic Processing in Hearsay-II (Hayes-Roth, Erman, Fox, and Mostow)

The basic tasks facing the three syntactic knowledge sources in Hearsay-II are:
to parse syntactically acceptable sequences of words; to predict words that can be
(syntactically) adjacent to the ends of a word sequence; and to construct larger
sequences when predicted words are verified. The chief obstacle is finding all
possible syntactic structures that can produce a given sequence of words. Of the
traditional parsing mechanisms, only bottom-up Kay-type parsers have addressed the
problem of building phrase-structure trees which are not necessarily anchored at the
start (or end) of a sentence. But these methods are still inadequate for parsing in the
current environment because of their requirement that all constituents of a phrase be
present in order for a phrase to be recognized. In Hearsay-Il, a general method for
such partial parsing of incomplete phrase structures has been developed and is used
to parse grammatical word sequences, to predict extensions, and to join up to three
sequences of words together in a new syntactic structure,

The details of the method are now briefly described. To minimize redundant
computing, the syntactic (context-free) grammar is converted to an equivalent template
normal form grammar in which all sequential productions have binary derivations {e.g.,
A - B C D is replaced by A » B X and X » C D). Thus, frequently occurring
grammatical subsequences are replaced by a common higher-order non-terminal
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thereby minimizing recomputation of common subexpressions (Hayes-Roth and Mostow,
1975).

The word-sequence hypothesizer, WQSEQ, generates the initial word sequences
that are partial-parsed. Given a word sequence wl .. wn, the RECOGNIZE parser
knowledge source works in a conventional bottom-up manner, with the exception that
any words or phrases {non-terminals) that are required by a grammar rule to precede
(follow)} a constituent at the first (last} position of the sequence are pseudo-
recognized; that is, if the word sequence wl ... wn can be derived from the productions
SoAT, TowlV,VaUX,U=>..wn, A-> w0, and X 2 win+l), then the non-terminals
A and X will be pseudo-recognized and the sequence wl .. wn will be parsed as an
instance of S5, with closest lett-missing constituent A and closest right-missing
constituent X. Bottom-up parsing continues until all of the words in the input
sequence are subsumed by each highest-order phrase or untit no further rewrites are
possible. The highest-order phrases constructed that derive the entire word sequence
are referred to as spanning phrases. Because parsing is discontinued on spanning
phrases, the partial-parse technique essentially identifies minimal (lowest-order)
parses of each sequence. Each distinct parse of a sequence specifies a spanning
phrase and the pseudo-recognized closest missing constituents. There may, of course,
be several distinct parses of any word sequence. If no parse of a sequence is found,
it is rejected. Whenever a sequence hypothesized by the word-sequence
hypothesizer is rejected, that knowledge source wakes up, decomposes the rejected
sequence into maximal subsequences, and then hypothesizes any sufficiently rated new
word sequences. : '

Given a spanning parse of a sequence wl .. wn with closest left and right-
missing constituents A and X, the words that can be adjacent to <wl or wn> are all
rightmost derivatives of A or leftmost derivatives of X. If a spanning phrase has no
closest left-missing (right-missing) constituent, the possible adjacent words are found
by "going up-and-over™ the rightmost (leftmost) derivatives are computed for each
constituent that can be directly adjacent to this left-complete (right-complete) phrase
in some higher-level spanning phrase. Predictions of words are made by the PREDICT
knowledge source whenever the extension of a previously parsed word sequence is
scheduled and execuled. Predictions may be made to both sides or to only one side
depending on the relative and absolute numbers of grammatically possible words on
the two sides. In any case, if none of the predicted words on one side is verified, the
word-sequence hypothesis, although syntactically valid, is deactivated. No further
processing of that sequence can occur untess it is retrieved by another sequence
extension colliding with it on the side that failed the extension effort. Such a salutary
collision results in the reactivation of the sequence.

When predicted words are verified, the CONCAT knowledge source may extend
the parse by concatenating the verified words to the predicting word reference.
Given the sequence <wl .. wn> and verified preceding predicted words al, a2, .., ak
and verified succeeding predicted words bl, b2, .., bm, an attempt is made to partial-
parse all sequences <ai wl .. wn b)> as well as all sequences <x}] x2 ... xp ai wl ... wn
bj vyl y2 .. yg> where <x1 x2 .. xp ai> {<bj yl yl .. yg>) is a previously parsed
sequence of words on the blackboard that is time-adjacent to and precedes (succeeds)
<wl .. wn> All successfully parsed sequences generate phrasal hypotheses. Thus, in
addition lo simply extending sequences a-word-at-a-time in each direction, finding a
predicted word as the terminus of an existing adjacent sequence can trigger the
concatenation of three sequences at once.

Conclusion

Because the words that are hypothesized from other knowledge sources form
arbitrary sequences that usually do not completeiy satisfy constituent structures of
phrase rewriting rules, a general mechanism for partial-parsing is needed. The current
implementation generates minimal spanning phrases and retains at most one closest
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missing constituent on each side of each phrase. Partiat-parsing times average about
50 msec on the KLIO for a 1000 word vocabulary with a 15 branching-factor
grammar. Extensions of sequences are quickly computed by running down the right or
left sons of the binary sequence nodes of the closest missing constituents. Three
adjacent sequences are syntactically concatenated by partial-parsing the concatenated
word sequences. The current implementation provides an efficient solution to essential
problems of syntactic processing. In addition, the three related knowledge sources
decompose this processing into natural components with a grain-size that is attractive
for focusing and control.
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Focus and Control in Hearsay-Il (Hayes-Roth and Lesser)

The Hearsay-II speech understanding system currently comprises 13 knowledge
sources (KSs), 11 of which are data-directed. Each data-directed KS is invoked
whenever new or modified blackboard dsta configurations matching patterns of
interest are found. Monitoring for potentially relevant data changes is performed in
two steps: changes in hypotheses or links at particular levels are collected in change
sets specific to each KS; procedures called preconditions then closely examine each
accumulated change and its blackboard context to determine if the exact pattern of
interest is present. Once such a pattern is detected, the relevant KS is invoked
(scheduled) to operate upon it. The basic control problem is to execute first those
preconditions and KSs that are most likely to lead to successful recognition of the
utterance. The two chief subgoals are: (1) to find the best interpretation as quickly
as possible and (2) to reduce the number of incorrect hypotheses that are generated
and tested. In fact, if too many incorrect hypotheses are examined, working storage
capacity of the system may be exceeded, thus precluding eventual correct recognition
of the utterance.

The current approach to the control problem follows closely the design of the
focus of attention mechanism described in detail in Hayes-Roth and Lesser (1376). The
basic concepts of that paper are quickly reviewed here: (1) The Competition Principle:
the best of several alternatives should be performed first; (2) The Validity Principle:
more processing should be given to KSs operating on more valid data; (3) The
Significance Principle: more processing should be given to KSs whose expected results
are more significant; (4) The Efficiency Principle: more processing should be given to
KSs that perform most reliably and inexpensively; (5) The Goal Satisfaction Principle:
more processing should be given to KSs whose responses are most likely to satisfy
processing goals.

The degree to which a precondition or KS satisfies these principles is reflected
by its desirability, an increasing function of its validity, duration, level of analysis,
importance, concordance with control thresholds ({(goals), (relative and absolute)
expected superiority over the best competing alternative in the same time area, and
the time elapsed since an improved degree of recognition was achieved {stagnation) in
that time area. While the desirability of a KS instantiation awaiting execution is
determined directly from only one data pattern and the declarative control knowledge
about the direction {on the blackboard) and relative effectiveness of its actions, the
desirability of a precondition is taken to be the maximum of such values over all
hypotheses in its change set.

Using this general scheme, we have implemented one particular control strategy
by setting particular processing goals on the blackboard. Initially the
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segmenter/fiabeller is executed and is forced to run to completion. This insures that
bottom-up syllable hypothesization will have the benefit of complete segmental
contexts. The syllable hypothesizer is executed in turn, and for a similar reason is
also forced to run to completion. At this point the syllable-to-word KS responds to
new syllables and generates all potentially plausible words, The strategy module then
establishes thresholds governing which of these words is hypothesized. It attempts to
have several highly rated words hypothesized in each area of the utterance. After
this processing is completed, the word-sequence hypothesizer examines all words in
parallel and identifies promising connected sequences of time-adjacent syntactically
possible pairs of words (seeds). The best of these in each time are then hypothesized.
From this point on, a2 complex sequence of data-directed preconditions and KSs is
invoked, scheduled, and executed to control syntactic parsing, hypothesization of
plausible words to extend syntactic sequences, concatenation of verified words or
phrases with adjacent phrases, and the generation of further seeds whern the system
is stagnating. Whenever any new complete parse is found, a special KS is invoked to
determine which remaining hypotheses and KS instantiations are insufficiently
attractive to preserve. These are either rejected or deleted. Processing then
continues until a quiescence occurs reflecting that the remaining alternatives are
insufficiently credible to continue. If a sufficiently plausible sentence has been
recognized, the stopping condition KS decides to terminate the analysis; or if no
compiete sentence has been formed, an attempt is made to interpret the best partial
sequences by the syntax and semantics knowledge source.

Conclusion

Each precondition and KS is regarded as a- [conditionsaction] schema, with
known inputs (blackboard hypotheses and links), a known direction of action (bottom-
up, top-down, or same-level and forwards, backwards, or same-time), known reliability
and efficiency, and therefore, a known expected result. By comparing the expected
results of all scheduled activities to the current state of recognition and desired areas
of activity, the best pending instantiation can be execued first. As a result of tuning
the various weighting factors, we seem to have achieved a desirable balance of
breadth~ and depth-first search (in a global sense) with effective suppression of sub-
optimal (in a local sense) activities. Further, by separating expensive searches into
twe or more successive steps (e.g, change sets and preconditions do gross filtering
and only subsequent KSs do fine, expensive processing; or, before expensive syntactic
searches are performed, inexpensive searches are made for plausible sequences of
syntactic word pairs), it appears that we have achieved some efficiency in the overall
organization and control of the search process.
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Policies for Rating Hypotheses, Halting, and Selecting a Solution in Hearsay-
IT (Hayes-Roth, Lesser, Mostow, and Erman)

Purpose of hypothesis validity ratings

The rating policy module (RPOL) in Hearsay-II provides a uniform basis for
comparing the plausibility of different hypotheses. The hypotheses may be competing
alternative interpretations of the same portion of the utterance at some level of the
biackboard, in which case the hypothesis whose validity rating is higher is considered
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more likely to be the correct interpretation. However, the hypotheses may describe
different portions of the utterance, or provide representatlons at different levels of
the blackboard. Having a uniform rating policy means that such hypotheses may
nonetheless be meaningfully compared on the basis of their validity ratings. This
information is used in three ways by Hearsay-II:

(1) to focus attention in promising directions by considering higher-rated (more
likely correct) hypotheses before lower-rated hypotheses. This is implemented by
making the priority of a scheduled action an increasing function of the validity ratings
of the hypotheses which are being acted upon (Hayes-Roth and Lesser, 1976). Also,
certain types of actions are not even scheduled on hypotheses which fail minimum
plausibility tests specified by knowledge source modules. These tests use validity
ratings as a measure of plausibility.

(2) to select the most likely correct interpretation of the utterance if there is
more than one phrasal hypothesis spanning the utterance. The highest-rated such
hypothesis is then the chosen interpretation.

(3) to prune the search once a solution (ie, an utterance-spanning phrasal
hypothesis} has been found. This is done by restricting further processing to those
actions which are capable of leading to a better (higher-rated) solution.

Computation of hypothesis validity ratings

Hypotheses in Hearsay-Il represent interpretations of the speech signal at
various levels of representation: segmental (lowest level), syllabic, lexical, word-
sequential, and phrasal (highest level). An hypothesis may be either conjunctive,
representing a logical product, or temporal sequence, of lower level hypotheses or
disjunctive, representing a logical summation of lower level alternative hypotheses.
The degree to which each lower level hypothesis supports the upper hypothesis is
indicated by an implication between -100 (maximally disconfirming) and +100
{maximally confirming). This number is attached to a link m the blackboard from the
lower to the upper hypothesis.

The validity rating VLD(H) of an hypothesis H is a measure of the extent to
which that hypothesis is supported, ultimately, from the acoustic data. The lowest
ievel hypotheses are rated by the bottom-end processor. The rating of a higher level
hypothesis H is computed from the validities of the hypotheses which support H
directly from below, and is stored on the blackboard as part of H. The validity rating
of H need only be recomputed when the validity or implication of its support changes,
or when H receives new support. In such cases, RPOL immediately propagates
resultant validity changes up through the blackboard. Storing the ratings on the
blackboard avoids the expense of recomputing them recursively whenever they are
used.

The validity rating VLO(H) of a disjunctive hypcthesis H supported by n lower
level hypotheses Hl, .., Hn via respective links L1, .., Ln is given by

Max VLD(Hi)*IMPLICATION(Li}/100, {1<i<n).

Similarly, the wvalidity rating of a congunchve hypothesis at the word Ievel or

below is given by
(1 + (n-1)/10) * (Sum VLD(Hi)*IMPLICATION(Li)/100), (1<izn).

The weighting factor (I + {n-1}/10) reflects the increased plausibility of an

hypothesis which has many conjunctive supports.
Above the word level, a somewhat different function is used to rate conjunctive

hypotheses. The wvalidity VLD(H) of a phrasal or word sequence hypothesis H is given
by the duration-weighted average validity of its n underlymg words Wi, where
duration is measured in number of syllables. e,
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VLD(H) = (Sum VLD(Wi)xlength(Wi)) / Sum length{Wi}, (1si<n),

where length(Wi) = length (in syllables) of the word hypothesis Wi. This formula
s based on the empirical observation that the longer a word Wi, the greater the
correlation between its correctness and the correctness of H,

Hatting conditions and heuristic pruning

A phrasal hypothesis can be thought of as a subpath through a flow graph
whose arcs are word hypotheses, and whose source and sink are respectively the
beginning and end of the utterance. A solution (utterance-spanning phrase) then
corresponds to a complete path through the graph. The validity rating of a subpath
(hypothesis) is given by the average arc (word hypothesis) validity along the subpath,
weighted by arc (word) length measured in syilables,

There is a qualitative difference between the task of searching for a solution
{complete path) and the task of deciding when to stop searching and accept the
current best solution. The former task can efficiently be done best-first, ie, by
extending the most promising path at each step in the search. In contrast, the latter
task inherently involves searching all possible paths in order to guarantee that no path
is better than the best one found so far. Once a path has been found, the goal of
processing should be to enable such a guarantee to be made as quickly as possible. In
order to accelerate the attainment of this goal, two heuristics for pruning the search
are used.

The first heuristic consists of rejecting every word, word sequence, and phrase
hypothesis which, due to its low rating, cannot be extended into a better solution than
the best already found. This heuristic can be thought of as a form of alpha-beta
pruning, simplified for the case of a one-player game. Rejecting a subpath
(hypothesis) amounts to abandoning certain nodes in the search tree which correspond
to extensions of that subpath. In operation, an hypothesis is rejected if, when it is
extended into an utterance-spanning path using the highest-rated word hypotheses
currently on the blackboard, the resutting (not necessarily syntactically legal) path is
rated lower than the best existing solution. Further processing on rejected
hypotheses is cancelled. This operationalization is imperfect in that it ignores the
possibility of "missing arcs,” i, words which may subsequently be predicted by the
syntax module (added as arcs in the graph) and be rated high enough to invalidate
previous decisions to reject earlier hypotheses.

The second heuristic is based on the observation that, if a better soiution than
the current best solution exists, it must be possible to construct it by extending some
existing subpath (hypothesis) which is rated higher than the subpath of the existing
solution spanning the same time interval. (Once again, the missing arc problem is
ignored.) All hypotheses (subpaths) which do not have this property are deactivated,
i.e, incapacitated as active stimuli, Any scheduled inferential action based on a
stimulus set of hypotheses is cancelled if all the hypotheses in the set are deactivated.
This heuristic can be thought of as another form of alpha-beta pruning, modified to
allow sharing of common subtrees in the search tree. Deactivating a subpath
(hypothesis) amounts to deferring expansion of certain search tree nodes which
correspond to extensions of that subpath.

The observed effect of these two heuristics is to cancel a large amount of
scheduled processing once a solution is found, and to focus attention on those
activities which are capable of leading to a better solution. When no such activities
are left to pursue, RPOL halts processing, selects the highest-rated solution, and
passes it to the semantics module to be interpreted.
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Solutions and partial solutions

RPOL also halts processing when Hearsay-il exceeds predefined limits on size or
execution time. In this case, RPOL chooses the highest-rated utterance-spanning
phrasal hypothesis as its solution. If no such hypothesis has been generated, RPOL
tries to extract a maximum of information from the blackboard by selecting the best
partial parses (phrasal hypotheses) and patsing them to the semantics module for
further interpretation (Hayes-Roth, Fox, GHl, and Mostow, 1976). Here, the “best"
phrase hypothesis H at time t is considered to be the hypothesis whose time interval
includes t and which has the highest information content, defined by VLD(H) # length(H).
RPOL finds the best hypothesis at each time t (measured in syllables from the
beginning of the utterance), and passes the (typically small} set of such hypotheses to
the semantics module. Thus even when Hearsay-Il fails to find a complete solution, the
best partial solution (set of partial interpretations) is found, and this information is
used in determining the system’s response to the utterance {Hayes-Roth, Gill, and
Mostow, 1976). '

Conclusions )

The task of rating hypotheses in Hearsay-II is handled by the system policy
module RPOL. The role of knowledge source modules in this task is limited to linking
together hypotheses and specifying the implications with which lower hypotheses
support upper hypotheses. Thus the effects of hypothesis rating changes due to new
information are automatically propagated throughout the blackboard without requiring
the help of the knowledge source modules. The centralized implementation of rating
computation and propagation has made it easy to experiment with different rating
formulas. It has also simplified the task of developing new knowledge source modules.

The uniform rating scheme employed permits the meaningful comparison of the
plausibility of any two hypotheses. Validity ratings are used by Hearsay-Il to focus
processing, to prune the search, and to select the best solution or partial solution, In
addition, hypothesis validity ratings are used by the knowledge source modules for
plausibility tests which must be satisfied in order for various inferencing rules to be
applied. Thus validity ratings help to guide processing in a best-first direction until a
solution is found, and to validate it quickly thereafter as the best possible solution.
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Semantics and Pragmatics in Hearsay-1l (Hayes-Roth, Fox, Gill, and Mostow)

A speech understanding system differs from a recognition system in two
principal ways. First, an understanding system verifies that the sentences it hears are
meaningful and plausible. This requires use of semantic knowledge. Second, the
understanding system expects particular types of communication to occur in specific
discourse contexts and interprets the sentences it recognizes accordingly. Such
expectation and contextuat interpretation requires pragmatic knowledge. The purpose
of semantics and pragmatics knowledge sources is to convert this knowledge about
meanings, intentions, and communication conventions into effective action. The most
significant type of action is one that constrains the recognition process, a search for a
plausibie parse of the spoken utterance. The second most important type of action is
to hypothesize what was intended, when what was said cannot fully be recognized.
The last type of effective action needed is to interpret {deduce the intention) of a
successfully parsed utterance.
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The complexity of artificial spoken lanpuages may be constrained by restricting
either the way ideas are expressed (syntax) or the number of ideas that can be
expressed (semantics). Our approach, in the news retrieval and computer science
abstract retrieval tasks, has been to develop one comprehensive semantic grammar
(average branching factor 50) used for interpretation of recognized word sequences
and to vary systematically the syntactic con.traint of the languages used for speech
recognition per se (branching factors 5, 15, 25). Regardless of the particular syntax
used for recognition, the same general semantic grammar is used for semantic analysis.
This grammar is a template grammar like those developed for Parry by Colby, with
distinct templates for each unique type of semantic form (Colby, 1974; Hayes-Roth and
Mostow, 1975). Semantic interpretation is accomplished by extracting from the (parse)
tree of instantiated templates the particular words or expressions filling the various
functional "slots.”

Partially recognized sentences are also easily interpreted in this framework.
When the attempt to recognize a complete sentence has failed, the best (longest and
most highly rated) syntactic word sequences in each time area of the utterance are
passed to semantic analysis. All templates fully or partially satisfied by word
sequences are instantiated. The most fully matched semantic pattern is then chosen as
the interpretation of the utterance. Thus, the recognized sequence "Newell or Simon"
would be interpreted effectively as if “List all abstracts by Newell or Simon from any
journal from any date" had been recognized.

The capacity to provide semantic constraint during recognition is determined
primarily by the reliability of predictions regarding what the speaker is likely to say.
We have implemented a discourse knowledge source including a conversation model
that prompts the speaker with questions, provides information about using the system
and the organization of the data base, and predicts the (semantic and syntactic) type
of utterance next expected. Earlier versions of the syntax and semantics knowledge
source biased recognition actions in favor of predicted communication forms, However,
both because any valid sentence is permitted at any time and because the system is
usually employed for isolated sentence understanding, no direct semantic bias is
currently used. The basic scheme for such bias is, however, conceptually simple: -
given an expected type of utterance (a highest-level semantic template), recursively
compute the expected lower-order subtemplates and, ultimately, the words and
phrases that would instantiate the expected meaning templates. During recognition,
priority is given to actions based on expected forms, at the expense of delayed
processing of unexpected word sequences. :

Conclusions

We have identified three types of actions to be performed by semantics and
pragmatics knowledge sources: (1) bias recognition in favor of expected forms; (2)
interpret semantically plausible, partial sequences; and (3) correctly interpret the
intention of the speaker when a sentence is fully recognized. These actions are
effected in Hearsay-II by combining semantic template grammars with a conversational
model that anticipates the speaker’s general intention and can enumerate its manner of
expression. The realization of such actions, at least in restricted domains of discourse,
can now be considered a well-understood technology. '
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Discourse Analysis and Task Performance in Hearsay-1l (Hayes-Roth, Gill,

and Mostow)

The discourse analysis module (DISCO) in Hearsay-il uses knowledge about the
state of the conversation to interpret the speaker’s intention and to direct the
appropriate actions within the task program. Usually, the intention of the speaker is to
establish a general area of interest, to retrieve articles by keyword expression, to
further qualify a keyword expression, to print selected articles, or to request certain
information about the retrieved articles, such as title, date, author, author’s affiliation,
or publisher. The speaker can also ask for help or complain about the system’s
response. ‘

The state of discourse is represented by the contents of several semantic
registers, one of which points to a node in a finite state automaton discourse model.
(See Figure 1.) Each node in the model corresponds to a general sentence pattern or
template (Hayes-Roth, Fox, Gill, and Mostow, 1976). (See Figure 2.) Other registers
hold the current menu (general area of interest), the most recent keyword expression,
the article most recently referred to, the most recently retrieved articles, and the
subset of retrieved articles which satisfy further qualifications specified by the
speaker. The finite state model is used to interpret yes-or-no responses and
partially-recognized utterances, and to make predictions about what the speaker is
likely to say next. All possible transitions between nodes in the model are permitted;
the arcs in the model indicate the transitions which are considered likely.

Figure 3 shows a sample interaction between BISCO and a speaker. Utterances
enclosed in square brackets denote recognized spoken utterances. In the example
shown, the first utterance

[ WE’RE INTERESTED IN LEARNING ]

is recognized by the semantics module as an instance of the $SELECTION template, and
the semantic feature SLEARNING (indicated area of interest, or menu) is extracted. This
semantic interpretation of the utterance is passed to DISCO, which records the
indicated area of interest, LEARNING, in the MENU register, and sets the NODE register
to point at the $SELECTION node in the finite state model. DISCO then predicts that
the next utterance will be an instance of the SREQUEST template and will concern the
area of LEARNING. These predictions can be used to bias subsequent processing to
favor recognition of keywords in the LEARNING menu and function words characteristic
of a $REQUEST (Hayes-Rath, Fox, Gill, and Mostow, 1976). Such predictions can also be
used to respond gracefully in the case of a partially-recognized utterance (Hayes-Roth,
Lesser, Mostow, and Erman, 1976). In the example, if the speaker’s second utterance

[ WERE ANY ARTICLES ON LEARNING WRITTEN IN MAY 1974 ]

were not fully recognized, DISCO would assume that the speaker had REQUESTed some
articles about LEARNING and could ask him to repeat the request. If the utterance
fragment "LEARNING WRITTEN IN MAY 1974" were recognized and interpreted by the
semantics module, DISCO could retrieve articles on learning dated May, 197A.
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Figure 1: Semantic registers and finite state discourse model.
labels Y and N indicate YES and NO responses;
0 indicates empty retrieval set.
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$SELECTION [ WERE INTERESTED IN LEARNING ]
Specifies a menu. DISCO responds by printing keywords and phrases from the menu.

SREQUEST [ WERE ANY ARTICLES ON LEARNING WRITTEN IN MAY 1974 ]
Specifies a set of articles. DISCO retrieves the articles and asks for further directions.

SPRUNELIST [ WHICH OF THESE MENTION ROBCTS ]
Further specifics a set of ariicles. DISCO removes articles from the currently retrieved
set which don't satisfy the new restrictions.

SQETUNFO [ WD WROTE THESE ]
Reguests information about the retrieved articles. DISCO prints the requested information.

SLISTITHEM [ PLEASE LIST THEM ]
Requests oulput of a set of articles. DISCO prints ail the articles in the currently retrieved set.

SLISTUT [ PRINT IT ]
Requests output of a single article. DISCO prints the article most recently referred to.

SSTOPILISTING [ STOP LISTING PLEASE ]
Requests cessation of output. DISCO aborts the current output operation.

SMAKEWFILE [ MAKE A FILE OF THESE PIECES ]
Reguests file output. DISCO creates a file containing the retrieved articles.

SCOMTENTSIENL [ WHAT ARE TiHE KEYWORDS FOR LEARNING ]
Reruests the contents of a menu. DISCO lists the keywords and phrases of the menu.

SHELP [ WHAT CAN T ASK ] :
Reguests assistance or information aboul the system. BISCO attempts to fulfill the request.

SGRIPE [ WHY ARE YOU S0 SLOW ]
Complaint. DISCO responds with a pacifying message.

The following three nodes represent responses to yes-or-no questions asked by DISCO.

SWANTSER
DISCO has printed the tille of an article and asked, “Oo you want to see this article?"

SWANTMORE
DISCO has printed some of the arlicles in the currently retrieved set and asked,
"Uo you want (o see another of these articles?”

SMOREOMIAENU
DISCO has exhausied tihe currently retrieved set and asked, "Uo you want to ask more about
<curront menu>?" where <current menu> is the most recent area of interest.

Figure 2. Templates corresponding to nodes in the finite state model.
Instances of templates are shown in square brackets.
Text describes ihe intention of each utterance template and DISCO’s response to it
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OK, WHAT SUBJECT DG YOU WANT TO ASK ABOUT?
[ WE'RE INTERESTED Iy LEARNING ]

THE KEYWORD PHIRASES WIHICH T KNOW ABOUT ARE:
LEARMING
FHYPOTHESIS FORMATION
CLLL ASSEMBLY THEQRY
HRAIN THEORY
CAUSAL REASONING
COMMON SENSE THEORY FORMATIGN
COMZEPTUAL INFERENCE
CYBERNETICS
GRAMIATICAL INFERENCE
NEURAL NETWORKS
PERCEPTRONS
RULE ACCHNSITION CAPABILITIES
ABSTRACTION
ACQUISITION OF KNOWLEDGE

OK, ASK ME ABCUT LEARNING
[ WERE ANY ARTICLES Ol LEARNING WRITTEN IN MAY 1974 ]
THERE ARE 2 STORIES
THE FIRST ONE 1S:
TITLE:
DESIGH OF AN INTERACTIVE ENVIROMMENT TO STUDY THE BEHAVIOR OF SEVERAL
RGBCTS WHICH CAN LEARN, PLAN THEIR ACTIONS, AND COEXIST
DO YOU WANT TO SEE THIS ARTICLE?
[ W WROTE THESE ]
OESIGN OF AN INTERACTIVE ENVIRONMMENT TO STUDY THE BEHAVIOR OF SEVERAL
ROBOTS WHHICH CAN LEARN, PLAN THEIR ACTIONS, AND COEXIST
NICHOLAS V. FINDLER

PROCEOURAL LEARNING 1 WORLDS OF ROBQTS
LAURENT SIKLOSSY

Figure 3. Sampie interaction between DISCO and speaker,
Spoken ullerances are encicsed in square brackets.
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PARALLEL PROCESSING IN SPEECH UNDERSTANDING SYSTEMS

Parallelism in Artificial intelligence Problem-solving (Lesser and Fennell)

Background

Many artificial intelligence problem-solving tasks require large amounts of
processing power because of the size of the search space that needs to be examined
during the course of problem solution. This is especially true for tasks that involve
the interpretation of real-world perceptual data which is generally very noisy (i.e.,
speech and image understanding systems). For example, a speech-understanding
system capable of reliably understanding connected speech involving a large
vocabulary is likely to require from 10 to 100 million instructions per second of
computing power, if the recognition is to be performed in real time. Recent trends in
technology suggest that raw computing power of this magnitude can be economically
obtained through a closely-coupled network of asynchronous “simple” processors. The
major problem with using a network multiprocessor is in specifying the various
problem-solving algorithms in such a way as to exhibit a structure appropriate for
exploiting the available parallelism.

This restructuring of an artifiicial intelligence task for parallel processing may
not be as difficult as might be expected. The basic problem-solving paradigm that is
used to resolve ambiguities resulting from the error in input data and the imprecise
and errorful nature of knowledge sources implicitly involve parallel activity. This
paraliet activity arises because many weakly supported alternative hypotheses must be
"simultaneously” evaluated in order to locate a consistent hypothesis which is a
solution to the problem. These problem-solving techniques are implemented through
sophisticated control structures that (1) permit the selective searching (usually
heuristic) of a large part of the state-space of possibilities and (2) allow the combining
of multiple, diverse sources of knowledge {e.g., in the speech domain, acoustics, syntax,
semantics, prosodics) so as to cooperate in resolving ambiguity [Reddy 76, Woods 74,
and Lesser 75A] The state-space searching in existing systems is implemented
through backtracking control structures; these are basically sequential implementations
of non-deterministic control structures. Thus, a large potential for parallelism arises
from implementing these non-deterministic control structures in a parailel manner, i.e.,
searching different parts of the state space in parallel. In addition, if these diverse
knowledge sources (KS’s) can be made independent, there exists the potential for a
proportional speed-up in the recognition process by executing them in parallel.
Finally, there is the possibility of decomposing each knowledge source into separate
parallel processes.

Summary of Current Research

In order to test the ease and effectiveness with which an artificial intelligence
task could be structured for and executed on a muitiprocessor, an organization for a
knowledge-based artificial intelligence problem-solving system was developed which
takes maximum advantage of any separability of the processing or date components
available within that organization. Knowiedge sources are intended to be largely
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independent and capable of adynchronous execution in the form of knowledge source
processes. Overall system control is distributed and primarily data-directed, being
based on events occurring in a globally shared data base. Such a problem-solving
organization is believed to be particularly amenable to implementation in the hardware
environment of a network of closely-coupled asynchronous processors which share a
common memory. The Hearsay Il speech-understanding system (HSII) [Lesser 75,
Fennell 77, Erman 75], which has been developed using the techniques for system
organization described above, has provided a context for evaluating the
multiprocessing aspects of this system architecture.
Based on multiprocess simulations and implementation of these systems on the
C.mmp multiprocessor, the following results were obtained {Fennell 751
1. There does exist extensive parallelism in the speech understanding
task (e.g., given a small configuration of knowledge sources, between
4-14 processors could be effectively utitized).
2. The overheads involved in supporting the multiprocessing and
synchronization primitives are quite high {e.g., over 1007).
3. The locking structures had to ve very carefully tailored to the
particular set of knowledge sources; otherwise, the effective
parallelism would be significantly degraded.

In trying to understand the implications of the last two results, some tentative
observations were made. The first and somewhat surprising observation was that the
basic self-correcting nature of the information flow in the HSII system, which comes
from knowledge source cooperation through a hypothesize-and-test paradigm, may
obviate the need for most uses of explicit synchronization techniques to maintain data
integrity. To elaborate on this point, one knowledge source can correct the mistake of
another knowledge source whether the error arises from a mistake in the theory
behind the knowledge source or from incorrect synchronization (i.e., working on
partially invalid data). Another example of this self-correcting type of computation
structure is the relaxation method (iterative refinement) used to solve partial
differential equations. This type of computational  structure, when put on
asynchronous multiprocessors, can be decomposed so as to avoid a lot of explicit
synchronization at the expense of more cycles for convergence. This type of
decomposition is accomplished by not requiring each point to be calculated based on
the most up-to-date values of its neighboring points. The iterative refinement niture
of computation will correct (within a certain range) for this lack of synchronization. It
is felt the feed-forward/feed-backward data-directed problem-solving paradigm of
HSII has similar properties. The other observation was that a drastic decrease in the
cost of certain types of synchronization primitives could be accomplished if their
implementation is tailored to their (statistical) usage.
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The HSII/C.mmp System (Lesser, Buchalter, McCracken, Rbbektson, and
Suslick)

The HSII/C.mmp system has been developed to test whether an asynchronous
multiprocess architecture such as C.mmp (16 PDP-11 processors sharing a common
memory) can be effectively applied to speed up the higher level processing of a
speech understanding system. Extensive simulation studies were done on a PDP-10
using a multiprocess version of Hearsay-Il to test the feasibility of the idea betore
embarking on the actual implementation (Fennell and Lesser 1977).

A prototype version of this system written in L%, a system building language
developed by Newell et al. 1970-71, was constructed and running in February of 1976.
In addition, an algebraic-language interpreler, SLx, was constructed for executing
knowledge sources written in an Algol dialect. However, the knowledge source
modules were very primitive, and no substantial results were obtained except the
measurement of the overhead of certain Hearsay=Il primitives. As a result of these
measurements, a reimplementation was begun in order to significantly speed up the
system (especially those system primitives which deal with synchronization operations),
and to make it possible to run large knowledge source modules in the small address
space environment that the PDP-11 provides. This reimplementation is now almost
complete, with preliminary results indicating a speed-up of approximately 10 over the
original version. In addition, a translator has been developed which takes most PDP-10
statements written in SAIL and transfates them into equivalent SL statements. Thus, it
should be possible in the next few months te run, without major code conversion, the
knowledge source modules of the PDP-10 Hearsay-ll system on the HSII/C.mmp
system.

References

R. D. Fennell and V. R. Lesser {1977). "Parallelism in Al Problem Solving: A Case Study
of Hearsay-Il," IEEE Trans. on Computers C-26 (Feb. 1977}, 98-111.

A. Newell, P.Freeman, D.McCracken and G Robertson (1970-71). "The kernel
approach to building software systems,” Computer Science Research Review,
Carnegie-Mellon University, 39-51.
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A Parallel Production System for Speech Understanding (McCracken)

The question addressed br this thesis (McCracken 1977) is whether or not a
production system architecture! can remedy some of the chronic problems of
knowledge representation and system organi-ation in large knowledge-based artificial
intelligence systems, particularly speech understanding systems. Of particular interest
is the problem of exploiting paraliel machine architectures to obtain near real-time
response. To explore this question, a production system version of the Hearsay-II
speech understanding system, called HSP, for HearSay Production system, is being
implemented on C.mmp, the CMU multi-mini-processor. A large fraction of the Hearsay-
Il speech knowledge has been translated into productions for HSP, specifically:
POMOW (word recognizer), POSSE-WOMOS (word verifier) and SASS (syntax and
semantics)<.

Expected results come under two main categories: comparisons between the
way knowledge is encoded in HSP versus Hcarsay-lI, and comparisons in the use of
parallelism. The major differences between the HSP and Hearsay-Il architectures are:
(1) the basic knowledge unit in HSP, a production, is considerably smaller than a
Hearsay-II Knowledge Source ; (2) HSP encodes knowledge in a more formal and
simple, but less expressive, language than Hearsay-1I; (3) HSP totally segregates
condition from action (i.e., read from write), while Hearsay-ll allows a mixture; and (4)
there is virtually no use of local working meniory in HSP (only a single shared working
memory), whereas Hearsay-Il knowledge sources make use of rather large local data
contexts in addition to the shared Blackboard. It is expected that these architectural
differences will yield an improvement for HSP in effective paralielism, in clarity of
knowledge, in ease of augmentation, and in ather problem areas, such as handling of
error, directionality control, and performance analysis. .

1. A production system encodes all long-term knowledge as simple condition-action
rules which operate from a shared working memory. For entry into the subject
see: R. Davis and J. King, An Overview of Production Systems, Computer Science
Department, Stanford University, Oct. 1975.

2. POSSE, WOMOS, and the version of SASS used are from an earfier version of
Hearsay-II used in the Spring of 1972.

References
D. McCracken (1977). A Parallel Production System for Speech Understanding, Ph.D.
Thesis (in preparation), Comp. Sci. Dept., Carnegie-Mellon Univ,, Pittsburgh, PA.
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I11. PERFORMANCE MEASUREMENT

In this section we present the detailed performance results obtained for the
Harpy and Hearsay-ll systems in September of 1976. Since then both systems have
been improved; future papers will provide results of improved performance. The
purpose of this section is to provide a record of system performance as measured on
September 8, 1976. .

In addition to the performance of the systems on the 1011-word tasks, this
section also contains results of experiments on connected digit recognition, effect of
telephone on accuracy, effect of multiple speakers {using speaker independent
templates) on accuracy, and effects of branching factor and vocabulary size on the
performance of the Harpy system.

Performance of the Harpy and Hearsay-II Systems

Figure 1 gives the performance of the Harpy system on the 10li-word Al
abstract retrieval task. The vocabulary used in this task and the phone dictionary
associated with the vocabulary is given in Appendix [II-8.

Given the vocabulary and protocols taken of humans interacting with a mock
system, Hayes-Roth generated s set of typical sentences that are likely to be useful in
the abstract retrieval task. No attempt was made to restrict these to any specific
zrammar. However, care was taken to see that each word in the vocabulary occured
at least once in these sentences. These sentences (a total of 496) served two
purposes: 1) as a set of training sentences (spoken by Lee Erman), and 2) for the
Hesign of a family of fanguages with varying branching factors that accept at least the
iraining sentences and possibly many more.

Goodman designed many such languages. Two extreme examptes are a language
where any word (of the 1011) could follow any other word, permitting many nonsense
sentences, and another in which only the 496 training sentences were legal. Of the
several languages chosen for the experimentation, three specific ones--AIX05, AIX15,
and AIXF--are given in Appendix III-C (an earlier version of AIXF was developed by
Hayes-Roth).

The grammar that allowed Harpy to reach the performance goals of the ARPA
program was AIX05, with a static branching factor of 9.53 and an average dynamic
fanout of 33.4. The others were too large to.fit within the memory of the PDP-10
system. However, it was possible to study the performance of AIX15 and AIXF using
variants which used smalier vocabularies, created by eliminating some of the proper
nouns.

The training sets for the other four speakers (two male and two female)
consisted of a small subset of the original training sentences. These were used to
generate speaker-dependent phone templates for each of the speakers {see the paper
by Lowerre in SectionI¥ on speaker adaptaticn).

A completely new set of 100 test sentences was created by Hayes-Roth which
were not part of the training set. These are given in Appendix III-A. Erman recorded
all the 100 test sentences and the other four speakers recorded a subset of twenty
one sentences each. These sentences were used only for testing the performance. of
the system; the system was not tuned in any way in response to errors in this set.

The Harpy system achieved an -aggregate 917 sentence accuracy and 957
semantic accuracy over all the 5 speakers and required 27.9 million instructions per
second of speech processed (Fig. 1). Hearsay-l1I (Fig. 3) was tested on only twenty
two sentences-for lack of time and achieved 917 semantic accuracy and requirad about
85 mipss. Figures 2 and 4 give the performance of the two systems on test sentences
recorded live in the classroom on September 8. The 'Harpy system recognized four of
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the five sentences recorded by two male and one female speaker correctly. The
Hearsay-Il system recognized three of the five. These sentences were generated by
the observers who were given copies of the grammar; the sentences were in no way
preselected. The classroom environment was somewhat more noisy than the terminal
room environment normally used to collect training data.
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TASK
Recognition of Al information retrieval task
Vocabulary size: 1811
Branching factor: 9.53
Average fanout: 33.4

DATA
Number of speakers: 5
3 male
2 female
Training set for speaker LE
496 sentences
4P49 words
24.7 minutes of speech
Training set for speakers DS KP BH CW
256 sentences
1444 words
18.1 minutes of speech

Test set for all speakers
184 sentences
1138 words
6.5 minutes of speech

PERFORMANCE ON THE TEST DATA
97% word accuracy
91% sentence accuracy

95% semantic accuracy
27.9 Mipss

Figure 1. Harpy results for the Al retrieval task test data.
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RESULTS OF LIVE SENTENCES HRRPY VERSION

UTT TIMEIN WORDSIN WORDSOUT #COR ZCOR TIHE TINEQUT W#STATES

/TIMEIN
1 2.2 B 6 6 1ne.e 7.3 32.2 261
2 2.1 & & 6 108.8  69.9 33.0 355
3 3.8 9 1t 5 55.6  381.1 80.3 395
& 2.1 9 9 9 100.¢ 9.1 45.6 8§32
5 1.5 4 4 4 0.6 53.8 36.6 352
2.3 34 36 30 88.2  118.3 $6.8 353
5.0.<18.8
Correct utts=4/5 = 88.87Z
RESULTS OF LIVE SENTENCES HARPY VERS 10N

utT 1

UTT="ARE ANY PRPERS RBOUT SEMANTIC NETHORI 5"
REC="ARE ANY PAPERS REOUT SEMANTIC NETHOR! 5*
CORREET=6/6 AVE. PRB.=-.4954388

utT 2

UTT="DOES SEMANTIC NETS GET MENTIONED ANYHHERE®
REC="DOES SEMANTIC NETS GET MENTIONED AMYIIHERE"
CORRECT=6/B RVE. PRB.=~.5618708

utT 3
UTT="WHICH PAPERS ON REGION ANALYSIS ALSO DISCUSS LANGURGE UNDERSTRNDING "

SEGHENTS

82
78
138
a1
53

36.4%

REC="WHICH PAPERS ON A REGION RNALYSIS SURSYSTEM AND OESIGN MENTION UNDERSTANDING®
CORRECT=5/9 AVE. PRB.=-.6636959 R EEEEEEE

utT 4

UTT="HOM MANY RRTICLES ON CHESS AND LEARNING RRE THERE"
REC="HOW MANY ARTICLES ON CHESS AND LERRNING ARE THERE"
CORRECT=9/9 RVE. PRB.=-~.5521E64

utT s

UTT="WE'RE INTERESTED IN HERRSAY"
REC="HE’RE INTERESTED IN HEARSAY"
CORRECT=4/4 RVE. PRB.=-.6638372

Figure 2. Harpy results for the live demonstration, 8 September 19786.
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TASK Recognition of Al information retrieval task
Vocahulary size: 1811
Branching factor: 3.53
Average fanout: 33.4

DATA Number of speakers: 1 male speaker

Training set for word hypothesizer

68 sentences

348 words

2.2 minutes of speech
Training set for word verifier

747 sentences

4849 words

24.7 minutes of speech

Test set for all speakers
22 sentences
154 words
1.8 minute of speech

PERFORMANCE ON THE TEST DATA
86% word accuracy
73% sentence accuracy
91% semantic accuracy
85.8 Mipss

Figure 3. Hearsay-II results for the Al retrieval task test data.

RESULTS OF LIVE SENTENCES: HERARSAY-1I

UTT 1: UTT="I RM INTERESTED IN ENGLISH"
REC="1 RM INTERESTED IN ENGLISH"

UTT 2: UTT="ARE ANY PRPERS ABOUT SEMANTIC NETHORKS"
REC="RRE ANY PAPERS RBOUT A SEMANTIC NETHORK"

UTT 3: UTT="DOES SEMANTIC NETS GET MENTIONED ANYWHERE"
TIMEOUT - 2 best partial parses are:
[00 SIMULTANEQOUS RCTIONS........ ]
[....DESIGN AND SYNTAX MENTIONED ANYWHERE]

UTT 4: UTT="HOM MANY ARTICLES ON CHESS AND LERRNING ARE THERE"
TIMEOUT ‘ .

UTT 5: UTT="WE'RE INTERESTED IN HEARSRY"
REC="HE'RE INTERESTED IN HEARSRY"

40% SENTENCE RCCURRCY
604 SEMANTIC RCCURRCY

Figure 4. Hearsay-ll resulis for the live demonstration, 8 September 1376,
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Connected Digit Recognition using Symbolic Representation of Pronunciation
Variability (Goodman, Lowerre, Reddy, and Scelza)

Most connected speech recognition systems, such as Harpy and Hearsay-II, use
some form of symbolic representation to represent alternative pronunciations of the
vocabulary, whereas most isolated word recognition systems use word templates. In
an attempt to compare relative performance of systems that use symbolic
representations of words, the Harpy system was run on four tasks requiring the
recognition of random sequences of digits. Recording was in a computer terminal room
environment {approximately 60 dBA) with speakers recording one session per day in
order to include as much intra-speaker varisbility as possible. Both male and female
speakers were used. :

3-Digits Task ]

This task was selected as a typical numerical data input task. Sentences are
connected sequences of three digits, such as "zero three eight”. Each of ten speakers
spoke thirty training sentences and 100 test sentences over a period of three weeks.
Using speaker-specific phoneme templates, the word error rate over all ten speakers
was about 27,

7 -Digits Task

This task, sometimes refered to as the “"telephone number task", consists of
connected seven digit sequences such as "seven three nine six one seven three”. This
task was selected as a benchmark. Error rate for the singie speaker was 17

Telaphone Input Task

Sentences are three digit connected sequences, as in the J-digits task.
Recordings were taken over telephone lines in order to determine the effects of
restricted frequency response, distortion, envelope delay, etc. The error rate under
these conditions was 77.

Speaker Independent Task

This task is similar to the 3-digits task. However, recognition is performed using
speaker-independent phoneme templates computed from the training data for all
speakers. The word error rate was about 77 on test data of 1200 random three-digit
sequences from twenty speakers, including ten new speakers.
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A summary of the results for these tasks is shown in the accompanying tables.
The total test data are 2700 sentences, representing more than an hour of recorded
speech. While this is already a large amount of data, a more extensive and thorough
study is to be initiated.

TASK ‘ 3-Digit 7-Digit Telephone Speaker-
Independent
Yocabulary Size 1@ 18 1e 18
Branching Factor 18 1@ 18 18
No. of Speakers 10 1 4 20
Male 7 1 3 14
Female 3 1 6
Training Set K
No. of Sentences 3088 30 128 384
No. of Words 308 210 360 gee
Mins. of Speech 7.5 1.4 3.1 7.6
Kords/minute 128 1508 116 118
Test Set
No. of Sentences 1888 100 , 408 1208
No. of Words 3008 788 1200 3699
Mins. of Speech 25.1 4,8 18.3 33.8
Words/minute 128 1486 117 - 1@9
Per formance on Test Data
YUord Accuracy 98 99 93 . a3
%Sent.Accuracy 36 36 82 83

Mipss 3.5 3.5 3.5 3.5
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Effects of Branching Factor and Vocabulary Size on Performance {Goodman,
Lowerre, and Reddy)

Analysis

Analysis of the languages of a given set of recognition tasks permits the
comparison of the relative difficutties of the tasks. We have developed notions of
equivalent vocabulary size, branching factor, effective branching factor, search space
size, and search space reduction (Goodman 1976). All of these are useful as relative
comparison measure.

Deasign

A family of languages having varying characteristics is required in order to be
able to compare language measures with actual performance data. Such a family has
been generated for the Al abstract retrieval task by interactive grammatical inference.
There are four subfamilies for each of the (approx.} vocabulary sizes 250, 500, 750,
and 1000 words. Several grammars representing differing branching factors exist
within each subfamily. With the 250 word grammar, for instance, the available
branching factors are 1.23, 3.87, 4.6, 8.2, 8.8, 11.9, 33.3, and 395.

Rasults

The relationships between accuracy and speed versus branching factor and
vocabulary size are summarized in the accompanying tables. As expected, there is
positive correlation in all cases. In the case of speed versus branching factor, the
relationship is almost linear. A more comprehensive study of measures for grammatical
complexity and their predictive abilities is necessary before any significance can be
attached to these preliminary results,

Table 1. Effects of branching factor on error rates of the Harpy system within the 250
word family of grammars.

STATIC

BRANCHING ERROR
CRAMMAR  MIPSS FACTOR RATE
AlSB6 6.63 4.6 8%
AlS1@ 9.36 8.2 4%
AIS15 13.65 11.9 6%
AIS30 44,72 33.3 16%
AlS48 53.15 33.5 16%

Table 1I. Speed versus vocabulary size for Harpy when
branching factor is held constant (approx. 10).

BRANCHING
GRAMMAR MIPSS FACTOR VOCABULARY SIZE (APPROX)
AlS18 3.36 8.2 258
AlM12 16.77 18.5 1515
Al XBS 26. 88 3.5 18689
References

R. G. Goodman (1976), "Analysis of languages for man-machine voice communication,”

Ph.D. dissertation., Comp. Sci. Dept., Stanford Univ,, Tech. Rept. Comp. Sci. Dept.,
C-MU, Pittsburgh, Pa.
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APPENDICES for Section III

Appendix III-A lists the 100 tesl sentences used by the Harpy and
Hearsay-II systems, along with characteristics measuring their complexity
relative to several grammars.

Appendix III-B is the phonetic dictionary for the 1011 words used
in the Al retrieval language.

Appendix III-C contains the complete definition of three of the
grammars (AIXF, AIX15, and AIX05) used in testing the systems. These
grammars have become standards for future development and testing.
AIXF was not used to test Harpy because the network was too large to be
generated.
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Appendix [1I-A. Characteristics of the Al Retrieval Task sentences

Below is a description of the test sentences uted for the Harpy and Hearsay-Il
systems. The September Hearsay-il resulls used 22 of the sentences randomly
selected from the 100. The entire set of 100 was used for the 100 single-speaker
test sentences for Harpy, and 21 of them were used for the- other four speakers
tested on Harpy.

CMU Test Sentences

The branching factors previously given for the languages used by the CMU
speech understanding systems (HARPY and Hearsay-II) are “static” branching factors
(SBF) (as derived by Gary Goodman and described in his recent thesis). Intuitively,
they can be thought of as being derived by doing a Monte Carlo probing of a network
describing all acceptable word sequences and taking the average of the number of
words possible following any legal initial sequence. Other groups have generated
somewhat similar numbers.

What we present here is a characterization of the lexical fanout aliowed by our
grammars for the particular test sentences. The notion is to calculate the average
fanout for each sentence-initial sequence of words (i.e., going left-to-right).

The method used here is the following: For any sequence of words, denote by
Word Branches (WB) the number of words that may legally follow that sequence in the

given language. Consider a sentence of length N-1 words to have N WB’s -- each is
calculated from the initial sequence of i words, i=0,1...N, (Le., the first WB for any
sentence is always the same -- the number of legal first words.) Then, for any

sentence or collection of sentences, the Average Fanout (AF) is the arithmetic mean of
the WB’s of the sentence(s).

The languages used (all defined using the same 1011-word vocabulary) are
called AIXO5, AIX15, and AIXF. The first two have static branching factors of 10 and
28, respectively. This summary is over 100 test sentences containing a total of 683
words,

AF
Al XBS AIX15 AIXF sents words/sent

33.4 46.5 8.8 108 6.83 {average over all)

17.3 26.9 33.4 2 3
31.3 45.4 84.8 18 4
36.1 58.7 73.8 11 5
29.7 41.5 68.3 21 b

3.6 47.8 78.2 24 7
37.2 51.1 78.3 15 8
38.1 48.5 63.8 3 3
42.3 1.5 78.8 3 18
42.8 57.9 76.3 3 11
21.2 23.9 53.4 2 12
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The 100 sentences, presented with fanouts according to the AIX05S language.

B0 6 ANY 6 OF 3 THESE 3 MENTION 132 PSYCHOLOGY 3 words=b
AF=39. 857
WHICH 21 COGNITIVE 1 PSYCHOLOGY 2 CONTAINED 192 WINGCGRAD'S 1
ARTICLE 1 words=6 AF=48.5/]
WHAT 26 TOPICS 1 ARE 1 RELATED 1| TO 192 SEMANTIC 2 NETWORKS 3 .
words=7 AF=36.508
DOES 196 PATTERN 3 DIRECTED 1 FUNCTION 1 ENVOCATION 3 GET 2
DISCUSSED 1 ANYWHERE 1 words=8 AF=38.444
WHICH 21 TITLES 1 CONTAIN 1 THE 1 PHRASE 192 TIME 2 COMPLEXITY 3
words=7 AF=35.875 5 ‘
DOES 136 THAT 1 ARTICLE 1 MENTIGN 192 TIME 2 OR 1 SPACE 1 BOUNDS
3 uords=8 AF=51.444 '
WHICH 21 OF 2 THEM 1 DISCUSSES 192 EVALUATION 1 FUNCTIONS 3
words=6 AF=48.857
ARE 292 THERE 2 ANY 5 ABSTRACTS 1 WHICH 1 REFER 1 TO 192 PAPERS
1 BY 96 NEWELL 3 wuords=18 AF=c@.088
WHERE 5 1S 192 PREDICATE 1 CALCHLUS 3 MENTIONED 1 words=5S
AF =44 . BG7
WHAT 26 ARE 3 SOME 1 OF 1 THE 1 AREAS | OF 192 ARTIFICIAL 1
INTELLIGENCE 3 uords=9 AF=23.%848
WHAT 26 WAS 1 1TS 1 TITLE 1 words=4 AF=19,008
WHO & WAS 2 THE 1 AUTHOR 1 words=4 AF=15,880
WHERE 5 DOES 1 HE 1 WDRK 1 uords=4 AF=14.388
WHAT 26 15 4 HER 1 AFFILIATION 1 words=4 AF=19.688
WHAT 26 ADDRESS 1 1S 1 GIVEN 1 FOR 1 THE 1 AUTHORS 1 words=7
AF=12.258
HOW 4 MANY & REFERENCES 1 ARE 1 GIVEN |  words=5 AF=13.588
PLEASE &4 LLIST 1 THE 1 AUTHORS 1  words=4 AF=14.500
PLEASE 4 MAKE 1 ME 1 A1 FILE )1 OF 1 THOSE 1 words=7 AF=9,560
CAN 2 1 1 HAVE 1 THESE 1 ABSTRALTS 1 LISTED 1 wuwords=6 AF=18.429
ARE 232 ANY B ARTICLES 2 ABOUT 192 STRUCTURED 1 PATTERN 1
RECOGNITION 3 wuords=7 AF=/8.375%
DO 6 ANY 6 OF 3 THE 1 ABSTRACTS 1 MENTION 192 LEARNING 3
words=7 AF=34.758
HOW 4 MANY 8 OF 1 THESE 1 ALSO | DISCUSS 192 ABSTRACTION 3
wordss=/7 AF=34,5DB
WHICH 21 PAPERS 7 ON 192 LANGUAGE 6 UNDERSTANDING 4 ARE 1 ABOUT
192 ENGLISH 2 wnords=8 AF=54,6&7
DO 6 ANY 6 PAPERS S ON 182 AUTOMATIC 7 PROGRAMMING 3 EXIST 1
words=7 AF=35.7%0
WHAT 26 ABDUT 288 PROGRAM 1 VERIFICATION 3  words=46 AF=76.888
I 2 AM 2 INTERESTED 1 IN 192 ARTIFICIAL 1 INTELLIGENCE 3
words=65 AF=38.143
THE 3 AREA 2 1 1 AM 1 INTERESTED 1 IN i IS 192 UNDERSTANDING 3
words=8 AF=30.089
DON'T 1 GET 1 ME 1 ANY 1 ARTICLES 1 WHICH 1 MENTION 192 GAME 2
PLAYING 3 words=3 AF=26.383
] 2 AM 2 DNLY 1 INTERESTED 1 IN 1 PAPERS 1 ON 192 CHESS 4
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nords=8 AF=38.888
LET'S 1 RESTRICT 1 OUR 1 ATTENTION 1 TO 1 PAPERS 1 SINCE 1
. NINETEEN 1 SEVENTY 1 FOUR | words=18 AF=5.989
00 & ANY 6 PAPERS 5 THIS 1 YEAR 1 CITE 96 ROSENFELD 3 words=7
AF=23,008
ARE 232 COMPUTER 7 NETWORKS 4 M(NTIONED 2 ANYWHERE 1  wordgs=S
AF=652.008
ARE 232 ANY B ARTICLES 2 ABDUT 192 GRAIN 1 OF 1 COMPUTATION 3
words=7 AF=70.375
ARE 232 ANY B ARTICLES 2 BY 96 ROSENFELD 3 words=5 AF=77. 580
ARE 232 ANY 6 BY 96 FEIGENBAUM 3 AND 96 FELOMAN 1 words=6
AF=80.000
ARE 232 THERE 2 ANY 5 ABSTRACTS 1 WHICH 1 REFER 1 TO 192 PAPERS
1 BY 36 HOLLAND 3 .ords=18 AF=58.008
ARE 292 THERE 2 ANY 5 NEW 2 PAPFRS 1 ON 192 PROGRAM 1
VERIFICATION 3 words=8 AF=52.867
D0 6 ANY B OF 3 THESE 3 ALSO 2 MENTION 192 PLANNER-LIKE 1
LANGUAGES 3 words=8 AF=31.333
DOES 186 PROBLEM 1 SOLVING 3 GET 2 MENTIONED 1 ANYWHERE 1
Hords=6 AF=38.571
WHICH 21 PAPERS 7 CITE 96 NEWELL 3 AND 96 SIMON 1 words=8B
AF=41.429 '
ANY 1 ABSTRACTS 1 REFERRING 1 TN 192 Al 4 OR 191 ARTIFICIAL 1
INTELLIGENCE 1 words=8 AF=50.889
ARE 232 ASSOCIATIVE 2 MEMORIES 4 DISCUSSED 1 IN 1 RECENT 1
JOURNALS 1  uords=7 AF-=46.088
ARE 232 LEARNING 4 AND 191 NEURAL 1 NETWORKS 2 NENTIUNED 2
ANYWHERE 1 words=7 AF=69,875
01D 93 REDDY S PRESENT 2 A 1 PAPER 1 AT 2 1JCAl 1 words=7
AF=22.125
DIDN"T 1 THAT 1 PAPER 1 QUOTE 95 DREYFUS 3 words=5 AF=28. peo
DOES 136 PICTURE 1 RECOGNITION 3 GET 2 MENTIONED 1 ANYWHERE 1.
words=6 AF=38.571
GET 1 ME 2 EVERYTHING 1 ON 192 DYNAMIC 3 CLUSTERING 3 words=8H
AF=38.2885
GENERATE 1 A 1 COPY 1 OF 1 THOSE 1 wuwords=5 AF=11.833
GIVE 2.ME 4 THE 1 DATE 1 OF 1 THAT 1 ABSTRACT 1 words=7
AF=3,82%
HOW 4 CAN 1 1 1 USE 1 THE 1 SYSTEM 1 EFFICIENTLY 1 words=7
AF=9,588
I 2 AM 2 INTERESTED 1 IN 192 LEARNING 3 words=5G AF=44,333
I'D 1 LIKE 1 TO 2 SEE 1 THE 1 MFNUS 1 words=6 AF=108.429
SELECT 1 FROM 1 ARTICLES 1 ON 192 GAME 2 PLAYING 3 words=b
AF=38. 88D ‘
WHAT 26 ADDRESSES 1 ARE 1 GIVEN 1 FOR t THE 1 AUTHORS 1 words=7
AF=12.258
WHAT 268 PAPERS 1 ON 192 PREFERENTIAL 1 SEHANT!CS 3 ARE 1 THERE 1
words=7 AF=36,375
WHEN 3 WAS 194 A 28 SEMANTIC 1 NETWORK 3 LAST 2 REFERRED 1 TO 1
words=8 AF=32,333

43



66
66

66
66
66

66
66

66
66
66
6b
66
b
66
&b

66
b6

66
66
66

b6
66

66
65
66
&b
6b
66

66
6b

WHICH 21 PAPERS 7 CITE 96 FELDMAN 3 uords=4 AF=38.600
WHO 5 HAS 1 WRITTEN 1 ABOUT 192 AUTOMATIC 7 PROGRAMMING 3
words=6 AF=33.286
WHO 5 WAS 2 QUOTED 1 IN 1 THAT 1 ARTICLE 1 words=6 AF=11.0080
WHICH 21 IS 1 THE 1 DLDEST 1 words=4 AF=18.008
ARE 292 ANY 6 NEW 1 BOOKS 1 BY W TERRY 1 WINOGRAD 3 words=7
AF =58, 258
CAN 2 1 1 HAYE 1 THESE 1 ABSTRACTS 1 LISTED 1 words=6 AF=10.423
DID 99 CARL 1 HEWITT S PRESENT 2 A 1 PAPER 1 AT 2 THE 1 IFIP 1
MEETINGS 1 IN 1 SEPTEMBER 1 words=12 AF=14.0288
DID 99 ANY 4 ACL 1 PAPERS 1 CITE 96 RICK 1 HAYES-ROTH 3 wordse=7
AF=33.875%
DO 6 ANY B OF 3 THOSE 1 PAPERS 1 MENTION 132 AXIOMATIC 1
SEMANTICS 3 words=8 AF=31.0808
DURING 1 WHAT 1 MONTHS 1 WERE 1 THEY 1 PUBLISHED 1 words=b
AF=10.286
HOW 4 MANY & RECENT 1 1SSUES 1 CONCERN 192 INVARIANCE 1 FOR 1
PROBLEM 1 SOLVING 3 words=9 AF=27.808
HOW 4 MANY 8 SUMMARIES 1 DISCUSS 192 KNOWLEDGE 2 BASED 1 SYSTEMS
3 uords=7 AF=34.B25
HAVE 97 ANY 2 NEW 1 PAPERS 1 BY 96 LEE 1 ERMAN 3 APPEARED 1
words=R8 AF=29.778
['D 1 LIKE 1 TO 2 KNOW 1 THE 1 PUBLISHERS 1 OF 1 THAT 1 STORY 1
words=9 AF=7.608 '
[S 298 HUMAN 3 BEHAVIOR 5 OR 191 HUMAN 3 MEMORY 3 DISCUSSED 2 IN
1 A 1 RECENT 1 SUMMARY 1 wuords=11 AF=47.258
LIST 2 THE 2 ABSTRACTS 1 BY 96 HERB 1 SIMON 3 words=6 AF=24,423
WAS 290 ALLEN 2 NEWELL 3 CITED 2 IN 1 THAT 1 SUMMARY 1 words=7
AF=45,758B '
WHAT 26 ABOUT 288 ALLEN 2 COLLINS 3 words=4 AF=77,080
WHERE S DID 1 THAT 1 ARTICLE 1 APPEAR 1 words=5 AF=12.580
WHO S HAS 1 WRITTEN 1 ABOUT 192 LANGUAGE & COMPREHENSION 3 ANO
191 LANGUAGE B DESIGN 1 words=9 AF=47.200
QUIT 1 LISTING 1 PLEASE 1 words=3 AF=17.258
WEREN'T 1 SOME 1 ARTICLES 1 PUBLISHED 1 ON 192 GOAL 1 SEEKING 1
COMPONENTS 3  words=8 AF=23.667
WHAT 26 SORTS 1 OF 192 LANGUAGE B PRIMITIVES 3 ARE 1 WRITTEN 1
UP 1 weords=8 AF=33.000
HASN’T 192 A 21 CURRENT 1 REPORT 1 ON 192 PRODUCTION 1 SYSTEMS 3
BEEN 1 RELEASED 1 wuords=9 AF=47.90808 )
ARE 292 THERE 2 ANY © 1SSUES 1 ABOUT 192 COOPERATING 1 SOURCES 1
OF 1 KNOWLEDGE 3 words=3 AF=56.4808
DID 99 VIC 1 LESSER S PRESENT 2 PAPERS 1 AT 2 IFIP 1 words=/
AF=22.12%
DID 99 ANYONE 1 PUBLISH 1 ABOUT 192 LARGE 1 DATA 1 BASES 3 IN 1
COMMUNICATIONS 1 OF 1 THE 1 ACM 1  words=12 AF=28.385
DO 6 ANY 6 AUTHORS 1 DESCRIBE 192 ORAGON 3 words=5 AF=45.667
DOES 196 HE 1 WORK 1 AT 1 CMU 1  words=5 AF=44,333
DO B ANY 6 RECENT &4 ACM 1 CONFERENCES 1 CONSIDER 192 SEMANTIC 2
NETS 3 OR 191 SEMANTIC 2 NETWORKS 1 words=11 AF=33.583
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&b
66

66
66

66
66
66
66
66
66

6b
b6

DO & RESPONSES 1 EVER 1 COME 1 -FASTER'1 words=S AF=12.B687

HAS 96 LEE 1 ERMAN 4 BEEN 1 REFERENCED 1 IN 1 ANY 1 OF 1 THOSE 1
words=9 AF=17,3808

HAS 86 ALLEN 2 NEWELL 4 PUBLISHED 2 ANYTHING 1 -RECENTLY 1
words=b AF=24.571

HAVE 97 ANY 2 NEW 1 PAPERS 1 BY 35 TERRY 1 WINOGRAD 23 APPEARED 1
words=8 AF=29,778 '

HOW 4 BIG 1 1S 1 THE 1 DATA 1 BASE 1 uwords=6 AF=18.714

HOW 4 MANY 8 OF 1 THESE 1 ALSO ! DISCUSS 192 DYNAMIC 3 BINDING 3
words=8 AF=31,0880

HOW 4 MANY 8 RECENT 1 ISSUES 1 CONCERN 192 DISPLAY 1 TERMINALS 3
words=7 AF=34.588

KILL 1 THE 1 LISTING 1 words=3 AF=17.258

PLEASE 4 MAKE 1 ME 1 A1 FILE 1 OF 1 THOSE 1 words=7 AF=3.508

WHAT 26 IS 4 HIS 1 AFFILIATION | uords=4 AF=19.608

WHICH 21 OF 2 THESE 5 CITES 96 PERRY 1 THORNDYKE 3 words=E

AF=27.714
WHICH 21 PAPERS 7 ON 192 DESIGN 6 IN 1 THE 1 ARTS 4 ALSO 2
DISCUSS 1392 DESIGN 5 AUTOMATION 3 words=11 AF=41.EE67

WHO 5 WAS 2 QUOTED 1 IN 1 THAT | ARTICLE 1 words=6 AF=11.088

WHICH 21 PAPERS 7 WERE 1 WRITTEN 2 AT 1 NRL 1 OR 1 AT 1 SMC 1
Wwords=9 AF=10.289
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Appendix 11I-B. Al Retrieval Language Dictionary

A (-,0) (AXLUHALEHOLEYL EYC! EYR)
ABOUT {-,0) (AH2,AX,EH3,0) {« (-,0),-{4}) (B,0) (AWL,0) AWC! (AWR,0) ({+~ (-,0),-{4}) (T,0),0%)
ABSTRACT (-,0) AEQ (« (-,0),-) S (-,0) (DR (R,0),T R) AE2! ({+ (-,0),-{4}) {T,0),DX)

ABSTRACTION  (-,0) AE3 (« (-,0),-} 5 (-,0) (DR (R,0),T R} AE2! {« (-0},-) SH IH5 N
ABSTRACTS (-,0) AE3 (~ (-,0),-) 5 (-,0} (DR (R,0),T R) AE2! (& (~,0},-) § (HH,0)

ACL (-,0) (EV1,0) EYC (EYR,0) S IV (EH EL,EL2)

ACM (-,0) (EYL,0) EYC! (EYR,0) S 1Y AH2 M

ACQUISITION  (-,0) AES5 (+ (~,0),-) WH IHI (Z{8},(Z,0) ) IH2 SH IH5 N

ACTIONS (-,0) AE5 (e (-,0),-) SH! IH5 N (2{48},(2,0) S)

ACTIVE (-,0) AE (& (-,0),-) TV IH V (F,0)

ACYCLIC (-,0) (EYL,0) EYC (EYR,0) S TH3! (& (-,0),-{4}) (K,0) L UH2 (v (-,0),-{4}) (K,0)
ADAPTATION  (-,0) AE4 (« (-,0),-D) (D,0) AES (¢ (-,0),-) T (EYL,0) EYC! (EYR,0) SH IH5 N
ADAPTIVE (-,0) (IX,UH) (« (-,0),-) (D,0) AE (¢ (-,00,-) T IX V (F,0)

ADDITION (-,0) IH3 {{« (-,0),-) (D,0),DX) IH3! SH IH5 N

ADDRESS (-,0) ((AE,1XOUH) {« (-,0),-) DR R EH2! § (HH,0)

ADDRESSES (-,0) ({AE,DO,UH) (« (-,0),-) DR R EH2!' § IH4 (2{4},(2,0) )

ADVISING (-,0) {IX.UH) (« (~,0),-) (D,0) V (AYL,0) AYC!I (AYR,0) {2{8}(Z,0) S) (IH3,IY) NX

AESTHETICS (-,0) AX S TH EH (« (-,0),-) T IH (e (-,0),-) S (HH,0)
AFFILIATION (-,0) (EH3.AH) F (IH,0) EL 1Y (EYL,0) EYCI (EYR,0) SH IHE N
AFFILIATIONS  (-,0) AX (-,0) F EH2 L 1¥Y2 (EVL,0) EYC! (EYR,0) SH IHS N (Z{4},(2,0) S)

AFTER (-,0) AELF ((+ (-,0),-) TDX) ER

Al (-,0) (EYL.0) EYC! (EYR,0) (AYL,0) AYC (AYR,0)

ALGEBRAIC (-,0) AEZ EL {« (-,0).-) SH{,B} TH («~ (-,0),-{4}) (B,0) R (EY¥YL,0) £YC (EYR,0) IH2 (e (-,0),-(4}) (K,O)
ALGOL (-,0) AEA EL (~ (-,0)-) (G,0) OW3 EL3

ALGORITHM (-,0) AE EL (e (-,0),-) (G,0) (AA,OW) RI TH (TH,DH) (IH,IX,0) M
ALGORITHMIC  (-,0) AE EL (e (-,0),-) (G.0) (AA,OW) RI IH (TH,OH) M IH (e (-,0),-{4}) (K,0)
ALL (-,0) OW4! EL

ALL-OR-NONE  (-,0) OW4! EL (-,0) (AA4,0) ER217,14) (-0} N UH (N,DX)

ALLEN (-,0) AEL EL3 (IH6 N.EN)

ALSO (-,0} (AO,0WA) EL S (THE (OW2,0),0W}

ALWAYS (-0} AD EL W (EYL,0) EYC! (EYR,0) (2{4},(Z,0) 5}

AM (-,0) ((EH2LAE3Y) MEM)

AMONG (-0} (IXLAXH M LH2Z NX

AN {(-,0) AES! (EN,N}

ANALOGY (-,0) AES (N,EN) AEQ! (ELLY OW4 (« (-,0),-) SH{, 8] TY
ANALYSIS (-,0) UHA N AE EL3! (UHZ{2,6},1H6,0) S IH6 § (HH,0)
ANALYZER (-,0) AES N ELZ (AYL,0) AYC! (AYR,0) (Z{8},(2,0) 5) ER2
AND (-,0) AESY5,10} N (« {-,00,-,00 (D,O)

ANN (-,0) AE4Q! (N,DX)

ANOTHER (-,0) AH N AAZ! (DH,TH) (ER,AA2)

ANSWER (-,0) AEBI N S ER

ANSWERING (-,0) AEA N SI (RER) TH5 NX

ANTHONY (-,0) AEG (N} (« (- 0),-,0) TH I[HA!' N TV

ANY (-,00 (EHZEH) (N{2Z},DX) I¥! (IY3,0)

ANYONE {-,0) (EH3,EH} (N{2},DX) I¥! (I¥Y3,0) (-,0) W AH (N,DX)
ANYTHING (-,0) (EHZ,EH) (N{2},DX} 1Y) TH (IH3,1Y) NX
ANYWHERE (-,0) (EHZEH) (N}2},DX) 1¥! (-,0) W (EH3.0) ER
APPEAR (-,0) (AH3 UH2) (« (-,0)-) (P,PH) IY2I ER[,18}
APPEARED (-,0) (AH3,UH2} (« (-,0),-) (P,PH) I¥Y2! ER{,18} {« (-,0),-) (D,DK,0)

APPLICATION (-,0) AE3 (« (-,0),-) (P L,PL (L,00) IH6 (« (-,0),-) (K,0) (E¥YL,0) EYC! (EYR,0) SH IHS N
APPRENTICE (-,0) EH3 (« {-,00,-) (P RPR (R,0) EH2' N (« {-,0),-,0) T I1H4 S (HH,0)

APPROACH (-,0) UHIZY (« (-,0),-)} (P R.PR (R,0)) OW2! (« {-,0),-) SH{,8]
APRIL (-,0) (EYL,0) EYC! (EYR,0) (¢ (-,0),-) (P R,PR (R,0)} (IH EL,EL2}
ARBIB (-0 AA R (« {(-,00-{4Y) (B0} IY (« (-,0),-) (B,0)

ARE (-,0) (AA3Y 1Y (ERZER),ER2D

AREA (-,0) IH2! ER I¥2 UH
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AREAS
AREN'T
ARPA
ART
ARTICLE
ARTICLES
ARTIFICIAL
ARTS
ASIMOV
ASK
AGSEMELY
ASSERTIONS
ASSIMSLATION
SGOCIATION
ooOC!AT!VF
AT
ATTENTIGN
AUGMENTED
ALIGUST
ALITHOR
AUTHORS
AUTOMATED
ALITOMATIC
ALUTOMATION
AVAILABLE
AWARD
AXIOMATIC
AXIGMS
AZRIEL
BACKGAMMIN
BANER N
BANK
BARRDW
BASE
BASEBALL
ASED
BASES
BATES
BAY
BELH
BEFORE
BEHAVIOR
BELIEF
BERKELEY
BERLINER
BERNARD
BERT
BEYWLLN
BI1G
BILL
BINDING
BINDINGS
BIOMEDICINE
BLEDSOE
BLOCK
BOBROW
BONNIE
BCOK

Dictionary

(-,0) TH2! ER I¥2 UH (Z]4L(Z.0) )
(«,0) (AAZ(ERZ,ERLER2Y) AN (+ (-,0),-{8}) (1,0),DX)

-,0) AAL(ERERD) ( (~,0),-) P[1] TH

{(-,0) AAY(ER,0) ({e (-,0),-{41) (T,0),DX)

(-\0) (AAZ (ER,DY, ER2) (e (-,0),-) T,0%) IH8! (« {-,0),-) K{1} ELZ

(-0} (AAZ (ER,0) ER2) ({« (-,0),-) T,OX) THB! {« (-,00,-) K{1} EL (Z[4},(Z,0) S)
(-0 (AAZ (ER,0% ER2) {(+ (-,0),-) T,DX) IH7! (-,0) F IH3 SH EL

{(-,0) AAB!LER, O} (e (-,00,-) S (HH,0)

(-,0) AL (Z{41(2,0) 5) IHG M OWAI F (HH,0)

(-0} AEQ S - (KM

(-0} tHA 3 EHA M1 (e {-0),-{41) (B,O) L IV

(-,0) AH S ER' SH L§5 N (Z{A%L(Z,0) §)

(-,0) IHG $ I M EL3 {EYL,0) EVC! (EYR,Q) SH IHG N

(-,0) UHA S OW3 (5,5H) IV AL! SH (AX,IX,IHS) (N,DX)

(-,0) LA 8 OW3 (5,SH) 1Y IH? ({e (~,0),-) T,DX) IH3 V (F.O)

(«0) (AEALAL 24} (e (-,00-{43) (T,0),D%)

(-0 UHZ2UHY (= (00,3 T EHZIN S IHG N

(-0} AA (& (~0)-) M EH N ((+ (+,00,-,0) T,DX) IH3 (« (~,0),-) (D,0)

(-,0) AD (« (-,0,-) (G,0} TH3 S -[4)} (T,0)

(-0} AD! (-,0) TH ER

(-0 AG! (-,0) TH ER (ER3,0) (Z1414(Z,0) S)

(-,0) AD (= (-,0)-) T,OX) EH3 M (EYL,0) EYC (EYR,O) (e (-,00,-) T,0X) IH3 (e (-,0),-} (0,0)
(-,0) AD (e (-0)-} T,DXY EH3 M AE! (e (-,0),-) T,DX) TH3 (e (-,0),-{4}) ®0
(-,0) AA ((e (-,00-) T,DX) OWZt M (EYLQ) EYC (EYR,0) SH IHS N

(-0 AV (EN, (EYL,00 EYC EYRY EL! (IX,IH} {+ (-,0),-[4}) (B,0) EL

{-, 01 UW2 Wi WA ER (e (-,0),-) (D,0,0%)

(-0) AL (e (-,0),-) S 1Y UH M AE (fe (-,0),-) T,0%) TH3 (e (-,0),-) (KO)

() AL (= (-0),-) S IV LIH M (2{23(Z2,00 S)

{00 AER (2{4]42,00 S) TH (FR R) ELZ

(e (,00,-143) (B,0) AEA (e (-,00-) (G,0) AEA! M THE (N,DX)

(e (-,00,-{42) (B,0Y IH7 N ER) (« (-,0),-) SH,8} IV

(= (-,00,-{00) (B,0) AE' N (e (-,00,-{4) (KO)

(e (-.00,-140) (B,0) EH3 (ER,RY OW

(e {-,0),~14D (B,0) (E¥YL,0) EYCI (EYR0) S (HH,0)

(e (-,00-{43) (B,0) (EYL,0Y EYCH (EYR.) S - (B,0) AD EL?

(v (-,00,-{A2 (B0} (EYL0) EYC! (EYRO) S -{4] (T,0)

(e (-,04-141) (B,0) (EYL,0) EYC (EYR,0) § IH4 (Z{42(2.0) §)

(e (-,0),-141) (B,0) (EYLO) [YC (EYRQ) (e (-,0),-) S (HH,0)

(e (0L-183) (B0 (FYL,0Y EYCY (EYR,Q)

(e (-, 00,-145) (B,0) TH2! (N,DX)

(e ,04-141 (B,0) (V,IH) FLAD ER

{e (0).-140) (BO) 1Y (HH,HH2,0) (EYL,0Y EVC! (EYR,0) V Y ER3

(e (500,-141 (B0 GUIY) L IVIF (HH,0)

le (-,00,-140) (B,0) ERZ (e (00,043 (K03 L Y2

(e (=004 (B,0) ER2 L' UHA N (EH,0) £A

(e« (-,0h-{A2) (B,0) (AAA0} ERZ N AAZ FR (+ (-,0),-) (D,0)

(& (00-{A41) (8,00 ER2T ({e (-,05,-{A1) (T.00,DX)

f- (00,007 (B0 (THIY) (e (-,00,-) T OW EH2  (NDX)

(e (1 0h-142 (3,0 HLTXD (- (-,0),-) (G,0)

(e {-,00,-107) CH,0) TH! EL

(e {00,120 (B,0) (AYL0) AYC (AYR.O) N (e (~,0),-,0) (D,0) (TH3,I¥) NX

(e €-,00,-040) (8,0) (AYL,0) AYC! (AYR,0) N (« (-,0),-,0) (D,0) (IH3,1¥) NX (Z{4}(Z,0) S)
(e (-,00,-{A0) (B.0) (AYL,0) AYC (AYR(0) OW M EH2! ((e (-,0)-) (D,0),DX) IHE S IHG (N,DX)
(e (- o»,-:a FORLO) L AN (e {-,0),-) 5 OW

(e (-,00,-141) (B0} L AD! (e (-0)-{41) (KDY

(e (-,01-1427) (B,0) (AWL,0) AWC! (AWR,O) (e (-,0),-{4}) (B,0) R OW

(- (-,00,-147) (B,0) AAI N Y

e (-0),-{41) (B,0) LWIA} (e (-0),-{4}) (KO

47



BOOKS
BOUNDS
BRAIN
BRUCE
BUCHANAN
BUSINESS
eut

BY

CACM

CAl
CALCULUS
CAN
CAPABILITIES

(e (-,0),-) (K (EYL,0) EVCE (EYR,D) (« (-,0),-) P OW3 (« {-,0),-{4}) (B,0) IH EL IH6 (+ (-,0),-} T IY (2(4},(Z,0) S)

CAR

CARL.
CARTOGRAPHY
CASE
CALISAL
CEASE

CELL
CHARNIAK
CHECKER
CHECKING
CHESS
CHOOSE
CHRISTOPHER
CHUCK
CIRCLE
CIRCUIT
CIRCUITS
CITE

CITED
CITES
CLIMBING
CLUSTERING
Chil

CODE
CODING
COGNRITION
COGNITIVE
corLpy
COLLS
COLLINS
COME
COMMENTS
COMMITTEE
COMMON

Dictionary

(= (,0},-197) (B,0) UW!4} (« {~,0},-)} 5 (HH,0)

(e (-,01,-141) (B,0) (AWL,0) AWC! (AWRM N (e (-,0),-) S (HH,0)
(e (-,03,-{4}) (B,0) R (EYL,0} EYC (EYR,0) (N,DX}

(« (-,00,-{147) (B,0) R LIW3!' S (HH,0}

(e (+00,-14D) (B Y IV2! (+ (-,0),-} (X,0) AES N UHA (N,DX)
(e (~,0).-[4}) (B,0) IH (2{4},(Z,0) 5} (N IX,EN) § (HH,0)

(= (- 0)-[4}) (B,0) UR! ({« {-,0),-{4}) ({T,0),0K}

(e (-,00,-{43) (B,0) (AYL,0) AYCI (AYRO)

(-0} S IV (EYL,0) EVCH (EYR,0) S 1Y AHZ M

(-,0) S 1Y (EYL,0} EYC {EYR,0) (AYL,0} AYC! (AYR,0)

{« (-,0),-) (K0) AES! ELA (« (-,0),-) (K,0) [H3 L IHG S (HH,0}
(« (-,0),-) (K,G) (AEALIHZN (N

(e {~0),-) (K,0) AAY (ER2E,12),0) ER
{e (~0),-) (K,0) AAS! ER? £L3

(e (-,00,-) (KO) AASYER (- (-0),-) T AD (e (~,0),-) (GOY ER F IY
(- (~,0%,=) (K0} (EYL,0) EYC! (EYR,0) § (HH,0)

(e (-,00-) (K0} ADH (2{4%(Z,0) S} UH2 EL

(-0} S IV § (HH,0)

(-,0) § (EH,AASD) EL 21

(e (~,00,-) SH{,B} ER N IV} ATS (+ (~,0),-[4}) (K0

(e (~,0),-) SH{, 10} EH! (« (-,0),-) (K,0) ER

{e (-00,-) SH EH (e (-,0),-) (KO) (IH3,I¥) NX

(e {-,0),-) SH{,10} EHA! S (HH,0)

(e (-,00-) SH (IH2,00 Uk (2{A°(2,0) S)

(e (-0),-) (KM R IH2 S' - T 1K (-,0) F ER2

(« (~,0),-) SH|,10} AAS! (e {-,0),-{4}) (K,Q)

(-0 S (JH,1X,0) ER (« (-,0),-) (K,0) EL

(-0 S (IHO) ER (e (+,00,-) (K,0) UH! (¢ {~,0),-{8}) (T,00,0X}
(=0} 5 ER (e {-,01-) {K,0) IX (e (=,0),-) S (HH,0)

(-0} S (AYL,0) AYC! (AYR,0) (& (-,0),-{41) (7,0),DX)

(-,0) S (AYL,00 AYCH (AYR,O) (< (-,00,-) T,0X) TH3 (¢ (~,0),-) (0,0
(-,0) S (AYL,0) AYC! (AYR,®) (e (-,0%,~) S (HH,0)

{« (-,0),-) (K03 L (AV(,0) AYC! (AYR,0) M IH5 NX

(e (-,0),-) (K0} L UHZ215 - T ER (IH3,IV) NX

(-0 S 1Y EHZ M! Y {IHA.0) UWZ

(= (=00} (K,0) OW! (e (=0} (D,0)

(e (-,00,-) {K,0) OWT (e (=,0),-) (D,D%) (TH3,T¥} NX

(e (-,0),-) (KO) AAZ (e (-,0),-) (6,0} N IH3 SH IH5 N

(e {-,0%,-) (K00 AAB! {e (-,0),-,0) NDX) THA ({e (-,00,-) T,DX} IHE V (F,0)
(e {-,00,-) (K,0) OW3 ELS (+ (-,0),-{4) (B,0) IV

(e (-, 0)-) (K00 OW EL (Z{43,4Z,0) S)

(e (-,0),-) (K,0) AD EL3 UH2 N (Z{4}(Z.0) S)

(e (-,0),-) (K0} AABE M

(e {-,00,-) (K0} AR M EH2f N (e (-0),-) S (HH,0)

(e (-,00,-) (K,OY EM!THZ ({e (-,00,-) T.DX) TV

(e (=00-) (K,0) AA M AX (NOX)

COMMUNICATION(= (-,00,-) (K,0) AH M UW3 N TH3 (e {-,0},-) (K0} {EYL,0) EYC! {EYR,0) SH IH5 N
COMMIINICATIONS(« (-,0),-) (K,0) AH M UW N TH (« {-,0}-} (K,Q} (EYL,0) EVC! (EYR,0) SH IHS N (2{4},(Z,0) S)

COMPLEX
COMPLIXITY
COMPONINTS

(e (4,001 (KD AA M (e (-,0),-,00 (P LPL (LO)) EH (« {~,0),-) S (HH,0)
{« (-,0)-) (KM AA[2Y M (e (-,0)-,0) (P LPL (L,0)) EHAY (« (-,0),-) S TH7 ((« {-,0),-) T,DX) 1Y
(e {(-,0%-) (KM AX M (= (-,00,-,0) P OW N AX N {« {-,0),-) S (HH,O}

COMPREUENSION (e (-,0),-) (K00 AA M (« (-,00,-,0) (P RPR (R0} IY HM2! Ed2 N SH IH5 N

COMPLTATION

(e (-,01=) (K AAL M (- (-,01-,0) P IN3 (« (-,0),-} T {(EYL,0) EYC (EYR,0) SH IH5 N

COMPUTATIONAL (e (-,0},-) (K0} AA M (« (-,0),-0) P IN3 {e (~0)-) T (EVL,0) EYC (EYR,0) SH IH5 N (AH EL,EL})

COMPUTER
COMPUTERS

(e (-,0},-) (K0} (AH2 M,EM) (« {-,0)},-,0) (P,PH) [H2! (UW2Z,0} ((« {-,0},-) T,DX) ER
{« {-,0)-) (KO} (AHZ M,EM} (« {-,0},-,0) (P,PH) IH2! (UW3,0)} ({« (-,0),-) T,DX) ER (Z{4},(Z,0} 5)

48



COMPUTING
CONCEPTUAL
CONCERN
CONCERNED
CONCERNING
CONCURRLLT
CONFERENCE
CONFERERCES
CONFINE
CONSIDER
CONSIDERED
CONSTRAINT
CONSTRUCTING
CONSTRUCTION
CONSULTANT
CONSULTATICN
CONSULTATIONS
CONTAIN
CONTAINED
CONTAINS
CONTEXT
CONTINUOUS
CONTROL
CONTROLLED
CONVENTICN
CONVENTIONS
COOPLRATING
COOPERATION
cory
COPYING
CORRECTNESS
coutn
CURRENT
CURVED
CYBERNETICS
v
DARNNY

DATA

DATE

DATES

DAVE

DAVID
DEBATE
DECEMBER
DECISION
DEDUCTION
DEGUCTIVE
DEMAND
DENOTATIONAL
DEPTH
DERIVATION
DESCRIBE
DESCRIPTION
DESGCRIPTIONS
DESIGN
DESIRE
DETECTION
DEVICES

Dictionary

(= =, 00-) (G0 (AHZ MEM) (e (-,0),-,0) (P,PH) 12! (UW3,0) (e (-0),-) T,DX) TH2 NX
(e (-01-2 (KOY AX N S EH (=~ (-,0),-) $H{,101 UW EL

(= (5,000 (K, (JH7,THA) N S ER! (N,DX)

(e G,00-3 (KO) (TH7IH3Y N S EREN (e (-,00,-) (D,0)

(e (-,04,-) (K00 (JH7THR)Y N S ERI N THS NX

(e (00, (K0 THS N (e (-,0},-} KI ER EH2 N ((+ {-,0),-{4}) (T,00,DX}

(e (400,-) (K,0) AALN (-0} F ER IHG N S (HH,0)

(e -, 0),-} (K,0) AAIN (-,0) F ER THG N S 114 S (HH.0)

(e {-,00,-) (K00 (HH7,TH3) N Ft (AVL,0) AYC (AYR,0) (N.DX)

{e (-,00,-) (KO TH3 N S IN3 {{« (~,0),-) (D,0),DX) ER

{e (-,0),-1 (K,0) ((THZ,THAY NENY § TH2! (e (~,00.-) (D,0),DX) ER (« -,0),-) (DO

(e (-0-) (KO (IH7,JH) N S - DR R {EYL.0} EYC (EYR,0} N (0.T)

(= ,00-) (KOY HZTHZY N S - DR R EHD (+ (-, 00,-) T {IH3,TY) NX

(e (-,0%-) (K01 (IR7,JHZY N S - DR R EH3! (« {-,07,-) SH IH5 N

{e= (500,-) (K0) THZUN S AD EL (e (~,0),-) T IH6 N (e (-,0),-) (O,T)

e (-00h-3 (KO AA N S ELTY (« (-,0),-) T {EYL0) EYC (EYR,0) SH IHS N

(= (-,00-3 {K,0) AA N 5 AX (1,0} (e (,00,2) T (EYL,0) EYC (EYR,0) SH IHS N (Z{4},(2,0} S}
(= {=,00,-) OGO (THTFHRY N (e (-,0),-) T,0%) (EYL,0% EYCH (EYR,0) (N,DX)

{e (00,2} (KO) {TH7,IHB) N ((e {-,00,-) TDX) (EYL,0) EYCH (EYRQ) N (+ (-,0),-) (D,DH,0)
(e (5, 00,-3 (GOY (HZTHI) N ((e (-,00,-) TOX) SEYLOY EYC! (EYR.0) N (2{4},(2,0} $)

G (00D iGN AA N (- (-,0),-) T EHBY (« (-,0)-) 8 -4} (1,

(e =000 KO THBIUN (¢ (-,01,-) T THB N Y UH2 Al S (HH.0)

(e (00,23 (KON HZTHR N (e (-,0),-) (SH{,10LT) R QW1 EL

(e (-,00,-) (RO} IHZIHZ) N (e (-,00,-) {T.SH{10)) R OW (ELQ) ¢+ (-,0),2) (D,O)

(e (=00 y (ROY RITHD N (V,F) UHER (o (=00 =) SH IHS N

(e (000 CROY QN7 IHIY N (VF) UHY N (= (e,0) <) SH THS N (Z8{Z0) D

{6 (-,00,-) (K OW ADB! (« {-,0),-) (P,0) ER2 {I'YL0Y EYC (EYRO) {(+ (-,0),-) T.DX) (IH3,1¥) NX
e C400=0 (K00 OW ADY (- (00,2} (P.0) ER2 (EYL,0) EYC (EYR,0) SH IHS N

(= (- 002 (KO AAY (e« (03-) P IV

(e (-,01-) (ROY ADY (e (<, 01-} P Y (IH30) NX

G (000 (K00 R EH (G- (-,0),-) TOX) N IX S (HHL0)

(e (0),-) (KON UKD (= (-,0),-) (D.0)

(e 00,3 (R0 ERT NS NENY ((e (-,0),-102) (T,0),0%)

(= (4,000 CROY UHALER (F V) (e (-,0),-) (D)

(-0} S (AYL0) AYC) (AYR,0 (e (00,140 (B,0) ER N EH ((« (-,0,-3 T,0%) IH3 (« (~,0),-} S (HH,0}
(00 S THB (= (-00.-{A1) (K01 L UH2 (e {«,0),-147) K0

e 002 (0.MDX) AEAL N TY

(e (=,00,-) (D,01DX) (EVL,GY EYCE (EVR,0Y ({e (-,003) (0,00,0%) UH

(Ce (=,00,-) {D,05DXY (EVL0) EYCH (EYR,0) ((w (-,00,-{47) (T,0),0X)

{(= €-,00) DOLEKY EVLOY EYCH (EYR,0) (e (-,00.-) S (HH,0)

He (00,0 (DONLDX) (EVLOY EYCH EYR.O) V (7,0

(e (00 (D,00,DXY (EVL0Y EYCULEYRO) V 12 (e (-,0),-) (D,0)

(Ce (0=} (DOXDX) THZ (- (-,0),-{2) (B,0) (EYL.0) EYC (EYR,0) ((+ (-,0},-{4}) (T,0),DX}
(e {-,00,-) (D,01DX) IHZ S LHI M (« (-,0),-14%) ¢B,0) EX

((e (-,00,-) (D.0)DX) IHZ S IH (« (-,0),-) SH THG N

(e (-0, (D,00DXY (1Y, IH2,IX} (e (-,0),-) (D,0) AAS! (« (-,0)-) SH IH5 N

(o= (=002 {DONDKD 1Y, 3H2,TH) ({e (-,00) D,0X) AAZ! ({e {-,0%-) T,.DX} 1H2 V (F,0)
{{e {-,0%-) (D.0),DX) TH! M ACA N (« (-,0},-} (D,0)

(e (0),-) (DOLDX) 1Y N OW (e (00,3 T (EYL,0) EYC (E¥YR,0) SH JHY N EL

({e (-,00,-) (D.OLDX) [HA (e (-,0),-) TH (HH.0}

(te (- 0h-) (D,OXDXY TH2 ER (IH,0) V (EYL,0) EYC (EYR,D) SH! IHS N

(e ,03-) ALOLDX) THAI S - (KWH.0) R (AYL,0) AVC (AYRO) B

(= -00-3 (D,00DX) THA S - (K,0) R IHZ (e (-,0),-) SH IHS N

e (002 (DODX) IX S - (KO R IH (« (-,0),-) SH IH5 N (Z2{4:(2,0) 5)

(Ce (-.060,-) {D,05,DX) (JHG,IX,0) (Z{4}(Z,0) §) (AYL,Q) AYC! (AYR,0) (N,OX)

(e (-,0),-) (D,0),DX) (JHIY) (Z{4].(2.0) 5) (AYL,0) AYC! (AYR () ER

((e (-,00-) (D,00,DX) (JHIY) (o (-,0),-) T FHI (e (-,0},-) SHIHS N

(e {-,00-) (D,00,0X) UNIY) VI (AVL,0) AYC (AYR,0) S IHG (Z{4},(Z,0} 5) (HH,0)
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DIAGNOS|S
DIALQGUE
DICK

DID

DIDN'T
DIMENSIONAL
DIRCCTED
DISCUSS
DISCUSSED
DISCUSSES
DISCUSSING
DISPLAY

DO

DOES
DOESK'Y
DOMAIN
DON'Y
DONALD
DONL

DOUG
DRAGON
DRAGONS
DRAWINGS
DREW
DREVYFUS
DRIVING
DURING
DYNAMIC
EACH

EARL
EARLIEST
EARNEST

ED
EDINBLIRGH
EFFICICNTLY
ETGHT
EIGHTEEN
EIGHTY
ELECTRONIC
ELECTRONICS
ELEVEN
ELL1GY
ENGLISH
ENVIRCNMENT
ERTK

ERMAN
ERNST
EUGENE
EVALUATIDON
EVALUATOR
EVENTS
EVER
EVERY
EVERYTHING
EXAMPLE
EXAMPLES
EXIGT
EXPERT

Dictiohary

{{e (=,00,-) {DM,DX) (AVL,0) AYC! (AYR,0) IH3 (« (-,0}-) N OW2 S [HA S (HH,0)
((+ (-,0),-) (D,00,DX) (AYL,0) AYC! (AVR,0) AA EL3 AC (+ (-,0),-) (G,0)
{{e (-,00,-) {D,00,DX) THZ! (e (-,0),-{A4}) (R0}

((+ (-,00,-) {D,0,DX) (1124, TH3N (¢ (-,0),-) (0,0),DX,0)

{{e (=,0),-) (D0)DX) TH3! (« (-,00,-) (D,0) IHE N ((« (-,0),-147) (T,0),DX)
(e {~,00,~) ([,0,DX) 1H2 M EH21 N (« (-,0),-,0) SH[,10} EN EL3

{(« (-,0),-) (D,00,DX) ER R EH3! {(e (-,0}-) T,.0X) (HZ,iX) (e {-,03,-) (D,DH,0)
(e (=,00,-) ([3,0,DX) THA 5 - (K0} AAZ! S (HH,O)

((e (-,00-) (D,00DX) 1HA 5 - (K0) AA2! § -{4) (T,0)

{(e (-,00,-) (D,OLDX) IHA 5 - (K,0) AA2! § THG (Z{4},(Z2,0) §)

(e (~,00,-) D,00,DX) THE 5 - (K,00 AAZ! S THS NX

((= (=,00-} (D,0LDX) (THA,0) S - (P LPL (L0} (EYLO) EYC! (EYRO)

(e {-,0%-) DU2} (JH2,0) UX({6,12}

((« (-,0},-) (D,0).DX) AH2! (Z2{4},(2,0) B)

({e (-,0%-) (DOXBX) AX (Z{AL(Z,0) ) AX N ({+ (-,0),-[4}) (T,00,DX)
(e (-,0),-) {D,0%,DX) OW M (EYL,00 EVC! (EYR,0) (N,DX)

((e (-,00,-) {D,0%,DX) OWZ OW!I N ({« (-,0),-[4}) (T,00,DX)

(e (-,00,-} {D,0),DX) AR (NDXY) EL2 (+ (-,0),-) (D)

((e (-,00,-} {D,0)DX) AA2Y, 22 (NDX)

(e (-,03-} {D,0)DX) AAZY (e {-,00-) {(GO)

(e {-,0},-) DR R AL {« (-,0%,-Y (GO IH5 N

(e (-,01,-) DR R AL (e (0=} (G,O) THI N (Z{41Z0 )

(e {-,0},-) DR R AA! THG NX (2[41,(2,0) §)

(e (~,0},-) DR R (IH0) LW

(e {-,0)%-) DR R (AYL,0) AYC! (AYR,0) F AH § (HHO)

(-0} {{« (-,00-) SH,R} (AYL,0} AYC! (AYR,0) V (IH3,IY) NX

((+ (-,00,-) (D,0NDX) ER IY2I NX

(e (-,00,-) (D,0),DX) (AYL,0) AYC! (AYR,0} N AES M IH3 (« (-,0),-{8]) (KD)
{-,0) I¥! (« (~,0),-) SH (HH,0)

{-,0) ERZVELY

(-,0) ER! I IV (IX,0) 8 -{4} (T,0)

{(-,0) ER (N,DX) THB § -{4} (1,00

(-0 EH2! (= (,0),-) (D,0)

(-,0) EH2! ((e (-,00,-) (D,0),DX} (JHB N,EN) {« (-,0},-,B) (B,0) ER2

(-, 00 EHA (-,0) F TH21 SH IHS N ((« {-,00,-) (O,T),D¥) L 1¥2

(-,0) (EYL0) EYCH (EYR0) (e (-,0),-[41) (T, DX)

(-,0) (EYL,0} EYCH (EYR,0) ({e (~,00,-) T,DXY IY (N,0X)

(-0 (FYL,0) EYC! (EYR,O) ((e {-,0),-) T.DX) IY

(-,0) Y L ELE) EH2 (e (- 0)-) (TSHL101) R AAZ N IH3 (e (-,0),-{4}) (KO}
(0 (Y |, ELD) EHZE (= (=,0),-) (T,8HL 10T R AAZ N TH3 (« (-0),-)} § (HH,0)
(-,0) TH (LELY FHUV (JHS NENY

{-,0) EH EL3 IV! THA (e (-,03-147 (T,00,DX)

{-,0) (GHBIY) NX (e (-,0),-,0) (G,0) L IH6! SH (HH,O0

(-0t THR NV (AYL,0) AYC! (AYR,0) ERt N M IHS! (¢ (-,03-) (T,

(-,0) (REZLHY ERYTHA G (-,00,-{40) (KO

(-3 ER M IHS! (N,OX)

(-,0) IHB ERIN § {4} (T,0)

(«/0) ¥ UWS (e (-,0),-) SH{, 101 1Y (N,DX)

(-,00 THG W AA ELI Y W (EYL,0) EYC! (EVR0) SH IHE N

(-.0) IHG WV AA ELA Y UW (EYL,0) EYC! LEYR,0) ((+ (-,0),-) T,DX) ER
(-0 (IV,AX) V EHA N (= (-,0}-) S (HH,0)

{-,Q) 141V ERZ

(-,0) (FHEHDY V R 1Y2

(-,00 (EHEH2Y (V) [EIYZ2 TH (IH3,1Y) NX

{-,0) EH (e (~,0)-) (Z{3,(2,00 §) AE M (« (-,0},-,0) P EL

{-,0) EH (e (-,0),-) (Z[A4{Z,0) §) AE M (« {-,0),~0) P EL (Z[4},iZ2,0) B)
{-,0) THZ (e {-,0),-) (Z{43,(Z,0) B) IH71 5 {4} (T.0)

{-,0) EH2 (= (-,0),-) 8 - P ER {(« (-,0},-[4}) (T,0),DX)
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EXPLANATION
EXPRESSIONS
FABLES
FACES

FACTS
FAHLMAN
FAIRY
FASTER

Dicticrary

(-0} EH (« (-,0),-} 5 - (P L,PL (LLO)) IH N (EYL,0) E¥CI (EYR,0) SH IH5 N
(-0 IH3 (« (-,0),-3 5 - {P R.PR (R,(N) EH3! SH (IHS NEN) (Z[4}(2.0) S)
(-0 F(EYL,0) EYC (EYR.O} (« (-,0),~{4}) (B,0) AX (L,0) (Z{4},(2,0) §)
(-,0) F (EVL,0) EYCH (EYR,0) S THA (2{43,(Z,0) $)

(-,0) F ALY (« (-,00-} S (HH,O)

-0 F AQ EL2 M BHA (N,DX)

(-,0) F EHY (CRRY Y

(-0)FALRS-TER

FEATURL-ORIVER(-,0} F IV (e (-,0),~) SH{,10) ERI (e (~,0),-) DR R IH V (((IH,IX) N)LEN)

FEBRUARY
FEDERAL
FEIGENBALUM
FELOMAN
FICTION
FIFTEEN
FIFTY
FIKES

FILE
FINIGH
FINISHED
FIRST

FivE

FOR
FORLSTS
FORMAL
FORMATION
FORTY
FOUR
FOURTEEN
FRAME
FRAMES
FROM

Fu
FUNCTION
FUNCTIONS
FUZZY
GAME
GAMNES
GARY
GASCHNIG
GENERAL
GENERATE
GENERATION
GEOMETRIC
GEGRGE
GEY

GiPs

GIVE
GIVEN

GM

GO
GO-MOKU
GOAL
GOALS
GRAIN
GRAMMARS

GRAMMATICAL

GRAPH

(-,0) F EH3! (= (-,0),-[41) (B,0) (R,Y) (UW (W,0),0) AA (ER,R} ¥
(-0) F EH ((e (~,0),-} D,DX) ERZ EL3

(-0) F (AYL,0) AYC (AYR,0) (e (~,0),-) (G,0) IH5 N (e (-,0),-,0) (B,0) (AWL,0} AWC! (AWR,0) M
(-0 F EH2VEL € (-,0) ,-} M ING (N,DX)

(-0) F THZ (e (-,00,-) SH IH5 N

(-0 F IH2LF ((e (-,00,-) T.OXY 1Y (N,DX)

(-0 F IH21F ((~ (~,0)-} T,0X) I¥

(~0) F (AYL,0) AYCi (AYR,0) (e (-,0),-) S (HH.Q)

(«,0) F (AYL,0) AYC! (AVR,0) EL3

{-,0) F IH31 N THS SH (HH,0)

(~,0) F IN3' N IHS SH -4} (7,00

(~,0) F (AA3 ER,ERD) G 143 (T,0)

(-,0) F (AY1,05 AYC! (AYR,0) (VF}

(-,0) F (AA4,0) ER!

(-0) F AAZ ERSTH S - § (HH,0)

(~0) F AAAY ERZ (M, £L2

{-,0) F AAR ER M (EYL,0) EYC! (EYR0) SH THS N

(-,0) F AAAL (ER,ERR) (e (-,00,-) T,00) IV

(-0} F AAQI ER

(-0} F AARLER ((= (-,0},-) T.DX) IY (N.DX)

(-,0) F R (EVL,0Y EYC! (EYR,0) M

(-,0) F R (EYL,0) EYC (EYR,0} M (Z{4}(Z,0) §)

{(-,0) F R AHI M

(-0 F Uw2!

(00 F AAUNY (e (~,0),-,0) SH IHS N

(-,0) F AALNX (e (-,00,-,0) SH IHS N (Z{41{Z,0) S)

(-0} F UHZ! (Z[42(2,0) S} 1Y

(e (-0),-) (6,0) (E¥L,0) EYC! (EYR,0) M

(e (-,00,-) (G, (EYL,00 EVC! (EVR,0) M (Z{41(Z.0) §)

(= (-,0).-) (6,00 AE21 ER T¥2

(& (+,01,-) (G,0) ALY SH N TH3 (e (-,0),-{41) (K.0)

( (-,00,-) SH{,10} EH2 N [R2! EL3

(& {-,0%-) SHL, 10} EH2 N LR (EVL,Q0) EVC! (EYR,O) (e (-,0),-{4}) (T,0),0X}
(e« (~,0),-) SH, 101 1115 N ER (EVL,0) EYCS (EYR,Q) SH IHS N

(e (-,00,-) SHL10T IV 1 M EH2! (e (-,0)-) DR R FH8 (e (-,0)-{41) (K0}
(e (-,0),-) SHL1G) WA ERI (e (-,0),-) SH{, 10}

(e (-00-) (6,00 (EH2LIHAN ((e (-0),-(4}) (T00.0X)

(e (-,00,-) {G,0) THI! (« (-,0)-) § (HH,0)

(¢ (-,00-) (GO TH2! (FV (F,00)

(e (-,0)-) (6,00 TH3 V Ul (N.DIX)

{e (-,0),-) SH{, 101 IVt FH2 M

(e {-,00-} (6,00 OWY, 56

(e (-,00-) (6,00 OW M DW! (e {-,00,-) (K,0 UW

(e {-,00,-) (6,00 OW! Ef

(= {~,0%-) (G,0) OWS EL (Z[44(Z,0) )

(e (~,04-) (G,0) R (EYL,0) EVC! (EYR,0) (N,DX)

(e (-,00,-) (6,00 R ALG M ER! (Z[43,(Z,0} §)

(= (-,01=) (6,00 ER M AC! (¢ (-,0),-) T,OX) TH8 (e (-, 0),-14]) (K0} EL
(e {~,0%,-) (6,00 R AE3 F (HH,0)
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Dictionary

GRAPHICS (e {-,04-) (G,0) R AE2!F IH2 (e« (-,0),-) S (HH,0}
HAMBURG {~,0) (HH,0) AAI M (+ (-,0),-,B) (B,0) ER2 (e (-,0),-) (5,0
HANS {-,0) (HH,0) AAL N (-,0) S (HH,0)
HAPPEN (-,0) (HH,0% ALY (e (-,03,-) P EH2 (N,DX)
HARRY (-,0) (HH2 HH)Y AE2 (ER,RY 1¥2
HAS (-,0) (HH,HH2,0Y ACA (2{4},{2,0} §)
HASH'T (-0 (HH HH2,0) AE) (Z2{4}(Z,0Y S) THE N ({« (-,0),-{4]) (7,0),DX}
HAVE {-,0) (HH,HH2,0) (AELAESH V (F.0)
HAVER'T (=,0) (HH,HH2,0) AL (V,e) (EHZ NEN) {(e (-,03,-[4]) (T,0),DX)
HAYES-ROTH (-1} (HH,HH2,0) (EYL,0) EYC (EYRQ) (2{4},(Z.0) S} R AA TH (HH,0)
HE (-,0) (HH,HH2,0) IV
HEARSAY (~,0) (HH 112,05 I¥Y2 ER (-,0) S (EYL,0) EYC! (EYR,Q)
HELP (-,0) (HH,0) AAZ FL3 G (-,0),-) (PO)
HERDRIX {-,0) (HH,0) EH2 N ((« (-,00,-,0) (DR,DYDX) ER IHZ! (« ¢-~,0),-) § (HH,®)
HER {-,0) (HHLHH2Y ER
HERR {-,0) (HBL0) ERT (e (-,0),-{43) (BO)
HERBERT (-,0) (HHLOY ER2! (e (-,00,-{42) (B,0) ER (e (-,0),-{4}) (T,0),0%)
HETERODSTATIC  (-,0) (HH,0) EH (e (-,0),-) DR R OW § - T AL ((« (~,0},-) T,DX) IHZ (e {-,0),~) (K0}
HELRISTIC {-,0) (HHHH2,0) (EH3,1¥2,0) ER TH2! § (- T,0) [HZ (« (~,0),-{4}) (K,Q)
HEWITT {-,0) (HHHN2,00 ¥ UW JH4 (- (-0),2) (T,.0)
HILARY {-,0) (HH,HH2,0> [L3 ER Iv2
HILL (-,0) (HH 12,05 AHB ELA
HIS (-,0) (HH,0) TH3 (264:,(7,0) S}
HISTORY {-,0) (H,0) I3 S - DR ER 1Y
HOLLARD {-,00 (HH,0) AALELY EN (e (-,00,-,0} (D,0)
HOW (-,00 (HH HHZ,05 (AWL,00 AWC! (AWR,0)
HUGH (-,0) (HH,HH2,0) 1H2 Ui
HUMAN (-,0) (HH HH2,00 UW3 M1 UH (NDX)
HUNDRED (-0} (HH,0) (AABLAAZND N {- (-,0),-) (DR,D,0) ER (+ (-,0)-) (D,0)
HUNGRY (-,0) (HH,D) LH21 NX (« (-,0),-) (5,00 R I¥3
HUNT (-,0) (HH,0) UH2' N ((e (-,00,-143) (7,050,050
HYPOTHESIS (-,0) (HH,0) (AYL,0) AYCi (AYR,0) (« {-,0}-} P AA TH IH6 S IHG S (HH,0)
! (-,0) (AYL,0) AYC! (AYR,O)
I'D (-,0) (AYL,0) AYC (AYR.O) (« (-,0),-) {D,0)
I'M {-,00 (AYL,0) AYC! (AYRAYY, 0 M
IEEE (-,0) (AYL,0) AYC (AYR,0) {{e (-,0),-) TDX) R 1H! (« (-,0},-) P (ELAX EL) 1V
IFIP {(-,0) (AYL,0) AYC! (AYR,G) F THZ (¢ (-,0),-} (P.O)
1JCNAT
(-,0) (AYL,0) AYC (AYR,() (« (-,0},-) SH[,10} (EYL,0) EYC! (EYR,0) S IY (EYL,0} EYC (EYR,0) (AYL,0) AYC (AYR,()
ILLINGIS (-,0) IH3 EL3 UHA N (OYL,0) OYC! (OYR,0)
IMAGE (-,0) EH2 M! IH3 (« {-,0),-} SH{.8}
IMAGES (-,0) EH2 M! [H3 (« (-,0),-) SH{,B} IH3 (Z{41,(Z,00 D)
IMPROVIRG (=00 IH3 M (& (~,0),-,0) PLR (IH,0) UW! V (TH3,IY) NX
IN (-, 03 CUHLTIELIXD (DX
INDUCT IVE G0 THA N (= {-,0),-,0) {D.0) AAB {« (-,0),-) T THZ V (F,0}
INDUSTRIAL {-,0) THA N {~ {-,0),-,D) (D.0) AAZ! S - DR (R() 1H2 EL3
INEXACT (-0 TH5 N IH3! (e (-,0),-) (Z{41,(2,0) §) AL ((e (-,0),-{47) (T,0),0%)
INFERENCE (-0 TH3NFI R IHG N 5 (HH,0)

INFERERCES 0 IHZ N FIR JHG N § N1 (Z214}(2,0) S)

INFEREWTINAL -0y IH3NT ER2! EH2 N SHEL

INFORMATION (-0 IN3 N F ER2 M (EYL,0) EYC (EYR,0) SHI THH N

IRHERITARCE (-,0) TH3 N (HH,HHZ2,00 TH3 ER! TH2 (« (-,0),-) T TH4 N § (HH,O)

INSARE (-,0) TH3 N & {EYL,0) LYC! (EYR,0) (N,DX)

INSTITUTE (-,0) ITHZ3 NS - T THA (e {-,00-) T UWR {(« (-,0),-{41) (T,0),DX}
INTELLIGENCE  (-,0) IH3 N ({« (~,0),-) T.DX) EH EL IH6! {+ (-,0)-) SH IK3 N S (HH,O)
INTELLIGENT {~,0) IH3 N ((« (-,0},-) T,0X) EH EL THB! (« (~,0),-) SH IH3 N (« (-,0),-) {O,T}
INTENSITY (-, 0) TH3 N (v (,0),-) T EH2! N § IHA ((« (-,0),-) T,D,DX) 1Y

INTENTIONS (0} TH5 N e ¢-,0),-} T EH2 N SH IHS N (Z2{4,.(Z,0) 5}
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INTERACTIVE
INTERESYED

INTERPRETARLE
INTERPRETIVE

INTERRUPTS
INTERVIEW
INTGHATION
INVARIANCE
INVARIANCES
INVESYMENT
INVOCATION
IRV

IS

ISK'T
ISCMERS
ISSAC

ISSiE
ISSUED
ISSUES

T
ITERATION
178

JACK

JAKES
JANLIARY
JEAN
JECIHEY
JERRY

JOHN
JOSEPH
JOURNAL
JOLRNALS
JUDEA
JUNICIAL
JULyY

JUNE

KARL

KEITH

KEN

KEY

KEYS

KILL

KIND

KINDS

KING

KNOW
KROWLEDGE
KNOWN
KLUGEL

LABS
LAMBDA
LANGUAGE
LANGUAGES
LARGE

LAST
LATCLY
LATEST
LALIRENT

Dictiorary

{-0) THB N ({« (~,03,-) DR,DX) ER AL3 (« (-,0),-) T IH3 V (F,0)
(-,0) TH3' N ({e (-,0),-) DR.DX) ER § (- 1,0) TH3 (c (-,03,-) (D,DH,0)

(-0} IH7 N (e (~,0),-) DR.DX) ER (v (-,0),-) (P,0) ERZ! (¢ (~0),-) T,0X) UW4 (e (-,0),-{4]) (8,0) EL
(-0) TH5 N (( (-,0),-) DR,DX) ER3! (=« (-,0),-,0) P ER ({e (-,0),-) T,DX) IH2 V (F,0)
{-0) THZ N ({« (~,0),-,0) DR,DX) LR3I AAZ (e (-,0),-) S (HH,0)

(~,03 THE N (e (-,0),-) DRDX) ER! (V,F) ¥ UW

(~,0) IH5 N (« (-,0),-) T UH N! (EYL,0) EYC (EYR.0) SH IH5 N

(-0} 1H3 N V EH3 ER! IV (JHA[3},0) N (~,0) § (HH.0)

{~0) IH3 N 'V EH3 ER! IV (IHA[3],0) N (-0} S IH4 (2{4},(Z,0) S)

(-,01 THS NV EHA St - M IH5 N (e {~,0),-{43} (T,0)

(-,0) TH3 N (-,0) V{1] THB (e (-,0),-) (K,0) (EVL,0) EYC! (EYR,0) SH IH5 N
(~0) ERZ' Vv (F .1

(-,0) 1H3! (Z{4%(2,0) S)

(-0) THBI (2[81,(Z.0) S} (IH6 NEN) ((+ (-,0),-{42) (T,00DX)

{-/0) (AYL,0) AYC (AYR,() § EHA M1 ER (2{42(2.0) 5)

(-,0) (AYL,0) AYCI (AYR,0) (Z{4},(Z,0) S} IH3 (¢~ {~0),-{8}) (KO)

(-,0) TH3 SH UW3R's53

(-,0) IH3 SHI UWS!5} (- (-.0)-) (D,0)

(-, TH3 SHI LIW3!S] (2642070 §)

(03 THA! (e (-,0),-) (.00, DX)

(-,0) TH3 ((« (~,0),-) T,0X) ER (EVL,0) EYC! (EYR,0) SH IHS N

(~,0) THAt (- (~,00,-) § (H#,0)

(&= (-,00,-) SKRE10) AL (e (,0),-{4) (K,0)

(& (-,03,-} SH, 10T (EYL,0) EYC! (EYRO) M (-,0) (Z142.(Z,0) S)

(e (=,00,-) SH, 10V ATAV IV V (LH,IH2) (AAG,O) (ER.QD 1Y

(e {=,0),-) SHL 10! IVT (NDX)

(e (-,0),-) SKL, 10! EH3' F R TY2

{e= (~,0),-) SH{, 10§ EHI ER TV

(e (-,00,~) SHI, 10! AAZ! (N,DX)

(e (-,00,-) SHL,10Y OWI S T F (HH,0)

(e« (~,00,-) SH, 10} ER' N (AA,0) EL3

(-,00,) SKL10) ERI W (AAG) ELY (Z141(7.0) §)

(e (-,00,-) SH, 1O} UWS! {e (-,0),-) (0,0} 1Y 1H2

(e {~,00,-7 SH},10} UW 3! (- (-,0},-) (D,0) IH3 SH EL3

(e (-,00,-) SH{,10Y AX¢ | (AVL,00 AYC (AYR,0)

(& {-,0),-) SHL, 10§ (IH2,00 UW? (N,DX)

(e (-,0),- (K,0) AAZIERD £13

(e (=000 (K, TY! TH (HH,0)

(e €=,00,-) (K00 EHZU(N,DX)

(e (-,0),-) (K05 Iy

(= (-,0),-) (K00 IV! § (HH,0)

(e (+,00,=) K0 THG! EL

(e (-,00,) (K0! (AY1,0) AYC) (AYRO) N (e (-,0},-) (0,0}

(e (00,0 (KOY (AYLOY AYC (AYR,0) N! (0,0 (2{4],(2.0) S)

(e (-,03,-) KI (IN3,1¥) NX

(-0} N OW!

(-0} N AALELS 166 (e (-,00,-) SH{, 12}

(-,0) N OW! (N,DX)

(= (0020 (KOY UWZE e (-0)-) (6,0) EL

(03 L AEY (e (-, 00.-{43} (B,0) (ZI4°(2.0) S)

(-0) L AE M (e (-,0),-) (D) (AH,UH)

(-,0) LAAAAERY NX (e {-0)-,0) WHEIHZ ( (=,0),-) (ZH (SH{, 10},0),8H(,10))
(-,0) L (AAALAY NX (e (-,00,-,0) WHI THE (e (-,0),-) (ZH (SH,10},0),8H(,10]) IH71(6, 16} (2{4}(Z,0) S}
(-0Y L AA R (o (=,0),-) SH (HH.0)

(-0) L AL S <[4 (5.0)

(-,0) (L2} (EYL,0) EYCS LEYR.O) (e {,00,-) (T {-.00,0) L Y

(-0 L (EYL,0) EYCH (EYR,0) (e (-,0),-{4}) (T,0),0X) IHA 5 -{4} (T,0)
(-0 L AAG ER2! THA N (= {-,0%,-) {T,0)

T
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LEARNING
LECTURES
LEE

LENAT
LEONARD
LES

LESSER

LET

LET'S
LERICOMETRY
LIGHT

LIKE

LiIT
LIMITED
LINDA

LINE

LINEAR
LINGUISTICS
LisP

LIST

LISTED
LISTIRG
LOCATION
LOCATIONS
LOGIC
LOGICAL
LONG
LOSING

LOW
MACHINE
MACHINES
MACRD
MADELINE
MAGAZINES
MASE
MARAGEMENT
MARIPULATING
MANIPULATORS
MARNA
MARTRA
MANY
MAPPING
MARCH
MARKET
MARR
MARSLAND
MARTELLI
MARVIN
MARY
MASINTER

(-,0) L2 ERY N JH7 NX

(-, 0Y L EH (« (-,0),-) SH,10) ER (Z{4;,(Z.00 &)

0y LIV

-, 00 L AAZE (N DX AHZ ((e (-,0),-{4]) (7,00,D))

-0y L AAZ EN' ER ((« (-,0),-) (D,0),DX)

(-,0) L UHAT S (HH,0)

(-0 L ANV S ERZ

(-0} L ARZ! (e (-,0)-{4}) (T,00,DX)

(-,0) L AHZ! (« (-,0),-) 5 (HH,0)

{-,0) L EH (= {-,0),-) § TH2! (« (-, 01} (K0) AA M UHE (« (-,0)-) DR R IY2
¢, 00 L (AYLOY AYCH (AYR,O) ((« (-,00,-{41) (T,00,0X}

(-0} L (AYL,0) AYCH (AYR,0) (+ (-,0),-{4}) (K0}

(-0} L IH M UHA! (e (-,0),-{4}) (7,00,

(-,00 L IH M UHA! ({« (-,0),-) (1,D,0), DX) THA (e (-,0),-) (0,0}
(~,0) L THE Nt {« (-,0},-,D) (D,0) LUH4

(-, 0 L (AYL,0Y AYCH (AYR,0) (N,DX}

(-0 L [H3' N 1Y ER

(=00 L TH3 NX (« (-,0)-) WHIH S - T IH3 (e« {~,0),-)} S (HH,0}
(-,0) L IHG! § - (P (1

(-,0) L THG! (Z[A1,12,00 5} (- (T,00,0)

(-,0) L THG!' 5 - T (IX,IR8) (« (-,0}-} (O,DHQ)

-, 00 L UHA S - TV (TH3IV) WX

(-,0) L OW3 (& (-,00,-) (K,0) (EYL,0) EYC! (EYR,0) SH THE N
{(-,0) L OW3Z (« (-,0),-) (K0} (EVLO) EYCH (EVR,0) SH THS N (2{4}(Z,0) S)
(-,00 L AD (e (-,0%,-) SH B2 THS (« {-,0),-{43) (KDY

(-0 L AD (« (-,0),-3 SHI{ B} EH3 (« (-,0),-) (KO EL

{-,0) L2 OWat NX

(-,00 L UW3{2{47,42,0) S} (IHZ,1¥) NX

(-0 L OW

(-, 0F M THS SHITY (N,D¥)

(-0 M THS SHETY N (Z{4:(2,00 S)

(- M ALS (« (-,0)-) (KO} R OW

(-0} M ALY ({e (~,0),-) (D,00,DX) AH EL THG (N.OX)

(-0) M ALS (& (+,00,-) (G THA (Z{41,(2.0) ) IV N (Z{45.(2,00 §)
(-,0) M (EYL,0) EYC! (EVR,0) (« (-,0}-{42) (0D

{-, 00 M ACS (DX,N) EH21 SH{.8} M EH2 N ((« (-,0},-{4}) (T,6),DX)

(-, M JHS N IH3 {« (,00,-) PY UH2 L (EVL,0) EYC! (EYR0) ((e {-,0),-) T,DX) (IH3,IY) NX
(-0) M IHE N IH3 (e (- 00,-) P Y UW2 L (EYLO) EYCH(EYR0) {(« (-,0),-) T,.DX} ER (Z2{4},(Z,0) S)

(-, 0) M AALN AA

(-,0) M AG N (e (-,0),-} DR R IH2

(-,0) M (EH2,LH3) (N,DX) IV1

(-,00 M ALG (e (-,0),-) P (IH3,T¥) KX

(-.0) M AAIR (- (-,0},-) SH (HHOY

(-0} M AAZ ERZ! (- (-,00,-) (K07 TH3 (e (-,00,-{4}) (T,0),00)
(-,0) M AALERZ

(-,00 M AQ ER (Z{83,(2,0) SY L UHA' N (« {-,0}-,0) (B,0)
{-,00 M ER2 (e« {-00,-3 T ELI 1¥2

(-.0) M AARY YV TH (N DX

(-, 0y M AZ2UER IVZ

(-,0) M UHA 5 EH2I N (= (-,0),-) T,OX) ER

MASSACHLSETTS (-,0) M AEG 5 THY (e (-,0%,-) SH{,8} UW3I S THE (« (-,0),-) 5 (HH,Q)

MATCHING
MAY
MCCARTHY
MCCORBGUCK
MCDERMOTT
ME
MEANING

(-,0) M AFSH (= (-,00,-) SHE 10} THS NX

{-,0) M (EYL,0) EYC EYR!

(-,0) M AAE (« (00,3 (K00 AASHERZ TH IV

(00 M (= (-,0),-) (K,0) AAGEER {(« (-,0),-) D,DX) IHB (« (-,0),-{4]) (KO}
(-0 M TH3 (« (-,0),-) DR ER M EHA (= {-,0),-) (.}

(-,0) M I¥!

(-,0) M 1Y NI (IH3,1Y) NX
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Dictionary

MEANZ LM IV N (Z{40(Z,0 %)
MEDIC AL (-,0) M EH {{e (-,00,-) (DOM,DXY TH2 (+ {-,0),-}42) (K0} EL
MEETING {-,0) M IV ({« (-,0),-) T,DX) TH7 NX

MEETINGS 00 M IV (e (-,00,-) T,DX) IH7 NX (2,(5,0,5)

MELTZER {-,0) M AAZ EL3Y (v (-,00,-) S ER

MEMORIES (-0} M EHZY M (OWA,0) (RERD) I¥YZ (2(5,0),5)

MEMORY (-,0) M EH2! M (OW4,0) (RER2) V2

MENTION {-,0) M (EH2,JH) NI e (-,0},-,0} SH{,10] IHS N
MENTIONED (-0} M (EHZ,JH) N) (« (-,0),-,0} SK{,10] IHS N ({ (-, 0},-{4}) (D,0),DX)
MERTIGNING (-0} M {(EHZ,JH) N (e (-,0),-,0) SH JHS! N (IN3,1Y) NX
MENTIGNS (-,0Y M (EHZ,THY N! (+ (-,0),-,0) SH IH3 N (2{43,(2,0) S)
MERN (-0 M EH2! N ¥ (AX,1H7)

MENLIS (-0) M EHZ! N Y IH7 (Z2{4}(Z,0) 5)

META-SYMBOLIC (-,0) M EH ({e (~,0),-) T,DX) IH3 S IHS! M ({e (~,0),-{4}) (B,0),B) AQ! EL [H3 (e (-,0},-[4}) (K,0)
METAMATHEMATICS (-,0) M EH {{e (-,0),-) T,DX) 1HS M AE TH AHZ M! AES ({¢ (-,0),-) T,0X) IH3 (~ (-,0),-) § (HH,O)
METHODS (-0} M EH2 TH THA (e (-,0},-} S (HH,0)

MICHAEL (-,0) M (AYL,0) AYC! (AYR,D) (e (-,0),-) (K.0) EL
MICHALSKI (-0 M TH (e (~,03,-) (KOY ADIEL § « (K,0) 1Y

MICHIE (~,0) M TH2! (« {-,0),-) SHl,BY IV

MIKE (-0 M AYLOY AYCHIAYR,0Y (¢ (~00-[43) (K,0)
MINNAL (- 0y MTH3 N THI M EL2

MINKER (-0} M THZINX (e (-0),-) (K00 ER2

MINSKY (-O)MIH3 NS - (KO IV

MITCHELL (~,0) M IH3 (« (-,0),-) SH{, 10} EL3

Mi.1SP (-0 EHA M (-0) L THG! 5 - (P,

MLISP2 (~0) EHA M (-,0) L IG5 - T IH2 LW (UwW2,0)

MODEL (-,0) M AAL ({ (-,0),-) D,DX) EL2

MODCLING (- 0) M AAL (e (-,0),-) D,DX) EL (IN3 TV NX

MONELS (-0 MUGAQLAAY ((« (-,0%,-) DOXY ELA! (2144,(Z,0) S)
MONITOR (-,0) M AA N UH! (e (-,0),-} T,DX) (EH,0) ER

MONKEY (=0} (MM Y UH2 NX (e (-,00,-) (K00 IY

MONTH (=01 M (AALUR2Y N (e (-,0),-,0} TH (HH,0)

MONTHS (=, 0) M {AAVHHZY N (- (-,0),-,0) (T,0,TH) S (HH.O)

MORE (-,0) M AAQ) ER2

MOST (=0 M DWUS 043 (T,00

MOSTOW 0) M AAS - T (AWLO) AWC! (AWR,O)

MOTION (-,0) M OW SH IS N

MOVE (-0 M w2 v (o

MOVEMENTS («,0) M UW2 ¥V M EHZ N (v (-,0),-) G (HH,0)

MOVILS (-0 M UW2 VI Y (2124200 $)

MULTILEVEL
MULTIPROCLSS
MUSHC

MUST

MVYSELF
NAGEL
NASH-\WEBBER
NATIONAL
NATLURAL

NETS
NETWORK
NETWORKS
NEURAL

NEW
NEWGEORN
NEWCOMER
NEWELL
NEWEST

G0 MELZ (e (001450 (T,00,DX) TY L EH VI EL

(=0 M OWA EL2 ({e- (-,00,-141 (T,00,0%) IV (« (-,00-) (P R,PR (R,OY) AD § [H7 S (HH,0}
(-0 M (Y03 1Y THAN(ZT4102,0) §) THA (e {-,0),-14}) (KO

-, 0) M UH2I'S -[4: (7,00

(-,0) M (AYL,0) AYC (AYR.0) S AH2IEL F ¢HHD)

(-0 N (EYL,0) EYCH (EYRQ) (= (-,0)-) (G,0) EL

(-0r N ACS SH W EHZ! (« (-,00,-{43) (B,0) ER

(-,0y NALS SH INA N EL?

(-0} N ALSH (= (- 0),-) SH{, 10) ER2 EL 3

(=00 B AHZNZ 6} (- {-,04,-) S (HH,0)

(-,0F N EHZ (- {-,00,-) (T -,0) W (AAS,Q) ERD! (« (-,0,-{41) (KQ)
(=100 N EH2 (e (- 0=1 (T -,0) W ER2! {« {-,0),-) § (HH,0)

(-0 N ARG (RERDY ELY

(-,0) N (THZ,00 Uw! (UW2,0)

(+,0) N (IH3,0) UW' (« (-,0),-{4]} (B,0) AAG ER2 (N,DX)

(-0} N (IH3,0) LW! (e (-,0),-) (K,0) AA M ER

(-0} N (IHS,UH,00 UwW21 10,30} EL

(-0} N UwW THI S ~{4} (T.0)
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NEWEY
NEWSLLTTER
NEXT

NI

NILS
NILSSON
NINE
NINETEEN
NINETY

NG
NOMINATING
NOMINATION
NOMINEES

Dictionary

(-,0) N (UHA0Y Uw! TY

(-,0) N IS8 ({UWR,0) (2141(2,00 S) L EH2 ({« (-,0),-) T,DX} R

(-,0) N EH! (« (~,0)-) 5 - (T,D}

(-,0) EN (AYL,0} AYC! (AYR,0) (EYL,0) EYC (EYR,0) {+ (~,0},~) SH (HH,0)
(-,0) N IH3t EL (2{4},(7,0) §)

(-,0) N IY EL3! {-,0) § UHA (N,DX)

(-,0) N (AYL,0) AYC (AYR,0) NI

(-,0) N (AYL,0) AYC (AYR,0) N ((+ (-,0),-) T,DX} I¥t (N,0X)

(-,0) N (AYL0Y AYC (AYR,0} N ((« (-,0),-) T,0DX) I¥!

(-,0) N Ow4ar

(-,0) N AA M UH N (EYL,0) EYC! (EYR,0) {{« (~,0),-) T,DX) (IH3,iV) NX
(-,0) N AA M UH N (EYL,0) EYC! {EYR,0) SH IHS N

(-0) N AAM LHI N IY (Z145,(2,00 §)

NON-INDEPERDENT

(-,0) N AA N TH3 N (e (~,0),-) D,DX} TH! {« (-,0),-) P EH2 N {« {-,0),-,0) D,DX,0) IHZ N ((« (-,0},-{4}) (7,0),DX}

NONDETERMINISTIC
{(-,0) N AAZ N ({« (,00,2) D,DX) I¥! (e« (-,0),-) (DR,T) ER M IH? N IH3 8 - T JH3 (e (-,0),-{4}} (KD

NORI
NORIMAN
NOT

NOTES
NOVEMBER
NRL
OB.ECT
QBJECTS
OCTOBLR
OF
OHLANDER
OK

OLDESTY

ON
ON-LINE
ONE

ONES

ONLY
ONTOGENRY
OPLRATIDNAL
OPTIMAL
OPTIMIZED
CR

ORDER
ORDERS

ORGANIZATION

ORIENTED
OUR
OURSELVES
OVERLAYS
PACKET
PAIR
PAKELA
PAPER
PAPERS
PAPERT
PARALLELISM
PARANOIA
PARAPHRASE
PARRY
PARTIAL

(-,0) N AAQ! ER2 TV

{-,0) N OW4a! ER2 M UH (N,DX)

(-,0) N AAL ((e (~,0),-{A3) (T,00,DX)

(-0} N DW! (e (-,0),-) 5 (HK,0)

(-,0) N OW! V EH3 M (= (~,0),~{4} (B0} {(ER,ANG)

{07 (FH N,EN) AAS ER2! B EL

(00 AD (e (-,0},-) SH{BY TH2H, 14} (e (-,00,-141) (F,0),0%)

(-, 0) AQ (v (-,0),-) SHL B} TH2IL 14 (« (-,0),-) § (HH,O)

(=, AAZ ({e (-,05-) T,DX) OW! (e {-,0),-{41) (B,0) ER

(-,0) (IHUH2Y V!

{~,0) OW EL2! AEA N {{« {-,0),-) D,DX) ER

(-,0) OW {~ {-,0),-) (K, {EVL0) EYC! (EYRD)

(-,0Y OW! EL ((« (-,03,-) (D,0,DX) IHG S {4} (T,0)

(-,0) ARZI (NDX)

(-,03 AA N 12 (AYL,0) AYC! (AYR,0) (N,DX)

(-.0) W AAG! (N,DX)

(-0} W AALN (Z143,(7,0} 5)

{-,0y OWaI N2 L2 IV

(-,0) B2 N (e (-,00,-) T AQ! (- (~,0),-,0) SH{,8] [HS N IY

(-0} AL (e (-,01,-) (PO ERZ (EVL,0) EYC! (EYR,0) SH (IH5 NEN) EL2
(-0} AA (e (-,0},-) T.DX) TH6 M EL2

(~,0) AA (e (-04-) T THE M (AYL,0) AYC! (AYR,0) (Z{4},(2,0) S) - (0,0)
(-,0) (OW3,AAAQG) ERZNG, 14}

(-0} UW4 ER! ({e (-0~} D,DX) ER

(-,0) UWA ER! ((« (-,0),-) D,DX) ER (Z{4(2,0) §)

(- 0) AAA ER (- (-,0),-) (5,0} IH3 N THB (Z{4},(Z,0) S} {EYL,0) EYC! (EYR,0) SH IHE N
(=00 UW4a ER2! 1Y EHZ N ((« (-,0),-) T,0X) IH4 (e (-,0),-} (D,0)
(-,0) (AAZ(AWL0) AWE (AWR.0Y) ER!

(-0 AR R S EH2 (ELLLD (V) (ZIALEZ0) S)

(-,0) OW V ER L (EYL,0) EYC (EYRD) (Z{41(Z,0) $)

(¢ (- 00-) P ALS! (= {-,00,2) (K,Q) THB ({e (-,0),-{4}) (T,00,0%)

(e (-,0),-) P EH ER

(= (-,00,-) P AL (M) AA EL3 AAA

(e (,00,-) P (EYL,0) EYC! (EYR,0) (« (-,0),-} (P,0) ER2

(e {=,00,-) P (EYL,0) EYC! (EYRO) (e (=0),-) (P,0} ER (2{4},(Z,0) S)
(e (-,0)-) P AED (e (-,0),-) (PO} ER ( (-,0),-) (T,0)

(e (-,0),-) P EH3 ER UH2 EL3 EL IHG (Z{4}(2,0) S) (IHG M,EM)

(e -,0%,-) (P,0) ER LH N {OVL,0) G¥C! (OYR,0) TH2

(e {~01-) P AEZ ER (AX,0) F R (EYL,0) EYCH (EYR) (Z{4},42,0) §)
(e (-,0},-) P AE2 ERI 1Y2

(e (-,0},-) P AA3 ER SH(, 10} THEL
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PASCAL

PAT
PATHFINDER
PATTLRN
PEARL
PERCEPTIGN
PERCEPTRONS
PERFORMANCE
PERRY

Dictionary

(e (~0)-) P ACAL S ~ (K05 AE EL3
(& (-,00,-) P AET (e (-,00,-£4}) (T,0),DX)

(e (-,0)-) P AEA TH T (AYL,0) AVCI (AYRO) N (e {-,0),-) D,0X) ER
(e (-0),-) P AEB! {DX,((« (-,0),-) T,DX) ) ER (N,DX)

(e (~,00-) (P.OY ER2I ELD2

(e (-,0),-) (P,0Y ER 5 EHAY (¢ (-,0)-) SHL,10) 145 N

(e 0=} (PO) ER S EH! (e (-,0),-) DR R AA N (Z{4)(2,0) S}

(& (-,0),-) (P,0) ER2 § AAAI ERZ M LH N § (HH,0)

(e {-,0),-) P EHZ ER IV

PETER (e £-,00,-) P IY! ((e (-,0%-) T,DX) (EH3,0) ER

PHOTOGRAMMEYRY (5,00 F OW (e (~,0),-) T,DX) IHB (e (-,0),-) ¢G,0) R AE M IH7! (& (-,0)-)DRR I¥2
PHRASE -0 F R (EYLO) EYC! (EYR,O) (Z141,(2,0) §)

PHRASES (-0} F R (EYL,0) EVC! (EYR,0) (2142,(2,0) S) 1HA (2{4;4(2,0) S)

PHYSICIANS (-0} F IX (Z{4},(2,0) S) IHI SH INS N (2{41,(Z,0) S)

PICTURE (e (-,0%-) P IH3 (~ (-,0),-) SH[,10} ER

PILCE (= (-, 0=} P IVES (KR

PINGLE e (-,00,-) P UN3IY) NY (e (-,01-) (G,0) EL2!

PLANES (& (,01-) (P L,PL (L0 (EYL,0} EVC (EYR,O) N (2{4}(Z,0) 8)

PLARNER-LIKE (e (-, 0)-) (P LPL €L,0% ALH (DXN) ER (EL,LY (AYL,0) AYC! (AYR,0) (« (-,0),-{4}) (K,0)
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TECH-1I (e (0= T.OXY ER {e (-,00,-) T (JHZ,0) LiIW3

TECHNICAL (te (-,00-) T.OX) EH (e (-,0),-) (KO N TH (- (-,0),-} (KO) £L
TECHNIQLUES (T {=,00-) T,DX) EH (= (~,0,-) (KO} N 1Y (e (-0)-) S (HH,0)
TECHNOLOGY {{e (000 T.DXT EHE (e (-,0),-} N AA EL3T LIHA (+ (-,0),-} SH,8} 1V
TED (e {-.0,-) T,0X3 EH e (<,00,-) (D)

TELEOLOGICAL
TELL
TEMPORAL
TEN
TERMINAL
TERMINALS
TERMINATE
TERMINATION
TERRY

TEXT
TEXTLURE
THARK
THANKS

THAT

e {=0)-) 10X 3YZ EL3 IH2 ELE AD (« (-,0),-) SH{,B] IH3 (e (0)-) (G,K) ELZ
(le (00-3 T,DX) (AARY LD

(e (=) TO%) EHEM (- (-,0),-,0) (P R,PR (R,0)) OW4 EL2

((e -.0%-) T,03) BN (NDXG

(e (-,00,-) DR ER2 M (1N5,15H2) N EL?

(e (000 T.0X) TR2 MRS N CLE <00 (2941200 S)

(e (-,0)-) T,DX3 [R M IKS N (FYL.0) £V (EYRD) (e (-,03,-{4}) (1,0),D%X)
(Ce (-0N-} TOXH ER M IHS N (EYL,0) EYC! (EYR,0) SH IHS N

((e (-,00-} TDX) AL2L (ERRY 1¥2

({e (+,03,-) TOXY T (e (=,0%-) § -[4: (F,0)

((e (00,0 TDXY BN (- (-,00,-) S {-,00 SH{ 111 ER

(=00 TH (ALALGY WYY (v (2,003,254 (KD

(-0 TH (AEALES) feXE (e (-,0),-) G (HH,0)

(-,0) (VELOMY ALY (e (- 0%-1 40 (T.00,0%)

THAUMATURGIST (-,0) TH AA M LIHA (« (-,0)-) T ER (+ (-,0),-) SH{,B} IH3 S - (0O,T)

THL
THEIR
THEM
THEOREM
THEQRY
THERE
THESE
THEY
THIRTEEN
THIRTY
THIS
THOMAS
THORKNDYKE
THOSE
THOUGHT
THREE
THROUGH
TILL
TIME
TIMES

(-,0) (DH,THY GYLUILINGY 20 AR 1,43
(-, 03 (VH,DHY Al21 ER

(-,0) (DH.TH) EHAI Wy

(-,0) TR FH3! ER (IH MEM)

(-,00 (DH.TH) TH2) (ERRY (V2

(-0 CVH,DHELI3]) (EH3,A12,00 ERYZ

(-,0) (BH,TH) IVt (Z14%(2.0) 5)

(-,0) DH (EVL,0) £YC! (EYR,0)

(0} TH THI R ((e (-,0),-) T.BX) 1Y (N,DX)

(-,0) TH iH R ((e (00,3 TDX) IV

(-,0) (DH,TH) THA! S (HH,0

((e ¢-,04-) T,0X) AA M IHG S (HH,0

(-0 TH AQ ER2! N ({« {-,0},-) D,DX) (AYL,0) AYC! (AYR,Q) (e (~0),-{8}) (K.}
(-0 (DH,TH) (RAZ.OY GW! (2141(2,0) S)

(-,0) TH ADI ((e (-,0),-142) (T,00.D%)

(-0) THR Iyt

(-,00 TH R Uw!

{(e (-,0%-) T,D%) TH7' EL3

(e (-,00,2) T,0X) (AVLOY AYC! (AYR.O) M

((e (-.0),-) T,DX) {AYL,0) AYC (AYR,0) M! (Z]42,(7.0) §)
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TITLE

TITLES

TO

TGPIC
TOPICS
TOPCLOGY
TRANSACTION
TRANSACTIGNS
TRANGFER
TRANSITION
TRANSMIT
TRANSMITTING
TREES
TROUBLE

TRY

TUTOR
TUTORIAL
TUTORING

T™v

TWIELVE
TWENTY

TWO

TYPES

us.

UHR

ULLMAR

Dictianary

({e (00} T,DX) (AYL,0) AYC! (AYR,0) (e {~,0),-} T,DX) (AH3,0) EL

(e (-,00-) T,DX) (AYL,0) AYC! (AYR, 0} {(+ (~,0),-) T,DX} (AH3,0) EL (2{4},(2,0) §}
{{e (00, T,DX) (GHALITHZ,0) LWL IXG

((e (-03-) T,OX) AAL {e (-,0),-) (P,0) THT (e {-,0),-14}) (K0}

({e {-,03,-) T,BX) AG (o (-,0)-) (P,0) THE! (~ {-,00,-) S (HH,0)

((e (-,00,-) T.0X) Al (v {~,0),-) P AQ EL3! UHA (e (-,0),-) SH[, 10} 1Y

(e (-,0),-) (3H{,8.,0R} (R,0) AEA! N § AE (« (-,0),-) SH{,B} THE N

(= (-,00,-} (SHBLDR) (RO ACAI N S AE (« (-,0),~) SH{,B} IH5 N {Z{4},(Z,0) )
(e (-,0),-) (GH{,8:DR) (R,0) ALAIN S F ER2

(e {-,0%-) (SH{,BLDR) (R,0) AES! N S IH SH{,B} [HS N

(e {-,03,-) (GH{BLDR) (R,0) AEA N S M (IH3,TH) ({+ (-,0)0,-{A}) (T,0),DX)
(- (-,0),-) (SH{,BLDRY (R,0)Y AEGI N S M (TH3,TH) {(+ (-,0),-} T,DX) IH5 NX
(- (-, 00— (SH{,BLOR) (R,0) I¥V1 (2{4}(2,0) 5}

(« (-,00,-) (SH[.BL,DR) (R,0) AA! ({+ (-,0)-[4}) (B,0),B} EL

(e (-,00,-) (5H{8LDR) (R,0) (AYLO) AYC! (AYR,0)

((« (-,0),-) T,DX3 UW! {(« (-,0},-)} T,0X) ER

(e (-, 00,0 T,DX) UW3 ({« (-0),-) T,0X) ARG ER IY2 EL3

(e (-,0),- T,DX) UW! ((« (-,0),-) T,DX) ER (JH3,1¥) NX

((« (-, 03-) T,OX) IV V IV2

((e (-,03,2) 7,000 OW AAS EL V (F0)

({e (-,03,-) T.DX) OW ERA N ({e («,04-) TDX 1Y

({e {-,03,-) T,DX) (TH2,0% Uw! (UwW2,0)

((« 00,0 T, (AYL,0) AYCL{AYR0) {« (~,0},-) S (HH,0}

0 Y UW EHALS (HH,O)

¢, 0} Y UWal ER

(~,0) AD EL M THA (N,DX)

UNDERGTANDING (-0} UHA I {(e (-,00,-) (D.OWDX,0) ER3 S (- T,~,7,0) AE4 N ((« (-,0),-) (D,0),DX,0) (JH3,IX) NX

UNIFGRM
UNIVERSALS
up

us

LSE

USING

USSR
LSUALLY
VARIETY
VERIFICATION
VIG

VIEWS
VISION
VISUAL
VOLLIMES
WALDINGER
WALLY
WANT

WAS
WASN'T
WATSON
WAVEFORMS
wi

WED

WE'RE
WE'VE
WEAK

(-0) Y UHI N TH F AAG ER2 (M)
(-,0) Y 144 NI EH3 V ER2 S EL (2[4),42,0) S)

(-,0) AAZ! (e (-,0},-) (P,O)

(-,0) THB! § (HH,0)

(-0} ¥ UW! (Z{41(7.0) S)

(00 ¥ UWE! (2143,(Z,0) S) (I143,]Y) NX

(-0} Y JW EHAY G EH 5 AAZ ERZ

(-0 ¥ UW3HZH GHOLSID EL2 1V

(01 V ERZ! (AYL,0) AYC! (AYR,0) TH3 ((e {-,00,-) T,DX) IV
(-,0) V EHZ ER TH F (IX,143) (e (+,03,-) (K03 (EYL,0) EVC! (EYR,0) SH (IH5,IX) (N,0X)
(=00 (V) TH2Y (e (-,00,-14%) (K0

(=,0) (F V) IVEUW (Z145.02,0) S)

(-,0) (F VY TH2 (e (+,0h-) SH THB N

{-,0) V TH2Y (e (-,0}-) (ZH ($H,0),5H) UW2 EL

(-, 00 VAN EL Y IHS M (ZIA4(Z.0) S)

(-0} W AD EL ((e (-,0),-) D,0X) IH2! NX ER

(-,0) W AQIELS IV2

(-,0) W AA N! (« (=,0,-,0) (T,0)

(-0} W1 (AAUHLAAR) (Z7(4142,0) S)

(-0} W AAL (2{43,(2.0) 8) THE N ({« (-,0},-14}} (T,00,DX)
(-0} W AAA (e (,0)-} S THG N

(00 W (EYL,0) EYC (EYR0) V F AD R M (Z{4),(Z,0) )
(-,0Y W (Y2ZLIYY

(00 W 1Y (- (-,0%-) (0,00

(~,0) W EH3! ER{10,20"

(-0) W IVE (Vi)

(-,0) W IVE (e (-,0)-{41) (K0}
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Appendix 111-C-1.

Al Retrieval Language Grammar: AIXF

<SUTTERANCE> . | <§SENTENCEL> ]

<§A>:n THE
A
AN
<SACQUIRE»» HAVE
SEL
KNOW
GLY

<$AFFILIATION> = <ADDRLGS/S>

<AFFILIATION/S>

<ADDRESS/S = ADDRESS[S

ADDRESS

<AFFILIATION/S> - AFFILIATIONS

AFTILIATION
<$Al> = Al

ARTIFICIAL INTELLIGENCE

<BALSO> = ALSO
IN ACDITION

<SALSCIMENTICNITOPRICS> = <§MENTION> <$TOPICS>
<SMENTIGN> <$TOPICS» <$ALSOs
<SALSO» <SMENTION> <$TOPICSA

<SMENTIONS = CITE
REFIER TQ
<SBE> «¢RE1>
<DISCLISS/S»
COMNCERN

CONTAIN THE PHRASE

DESCRIBE
RELATE TO

<SHANVE> <§MENTIONEDGHAVE»

CONSIDER
<MENTION/S>

<STOPICS s » <§TOPICS

<STOPIGCS <SCONJUNCTION> <§TOPICS

<SALWAYSs .. ALWAYS

USUALLY
REGULARLY

<SANYINODATLHNECES == <GPIECEST>

<Q@SOMETHING:

<GSOME! <3PIECES D>
<$PJECES > = <STORY/S

<ARTICLE/S>
<BOOK/S>
<PAPLR/G
<ABSTRACY /S

<PROCLEDING/S>

<RIBORY /S
<ISSUE/Ss
<JOURNAL/S>
NOTES
<REVILW /S
<VOLUME/S >
PIECE
<SURVEY/S>
<SUMMARY /S

TECHNICAL PAPERS
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<$PIECEST 25« <STORY/S 2>
<ARTICLE/S 2>
<BOOK/S 2>
<PAPER/S 2>
<ABSTRACT/S 2»
<PRODCEEDING/S 25
<REFORT/S 2»
<ISSUE/S 2>
<JOURNAL/S 2>
NOTES
<REVIEW/S 2>
<VOLUME/S 2>
PIECE
<SURVEY/S 2>
<SUMMARY /S 2=
TECHNICAL PAPERS
<$SOMETHING: « ANYTHING
SOMETHING
EVERYTHING
<SSOME!INr <fhs
<$SOME>
<SANYINIECES > v <RPIECES>
<SSOMFHITECESS
<880MFEI> OF THE «SPIECES>
<SSOMETHING: <$RECENT»
<$PIECES» = <§PJECEST>
<SDATE> <SPIECEST>
<SPIECES1> <SWHENDATES
<SBIECES1> <tWRITTENL> <SWHENIDATES
<SREGCENT> <SPIECEST>
<SSOMEPTECES s+ <§SOMETHING
<SA> <SPIECES>
<SSOME 1> «STHATIRIECEAS
<S$SOME 1> <$PIECES>
<§SOME1>.= ALL
MANY
ANY
ANY MORL
MORE
SOME
ANOTHLER
SOME MORE
<SRECENT>= LATEST
RECENT
NEW
CURRLNWTY
<SANYISOURCEWPIECES >« <§SQURCEIPIECESS
<SSOME!s <§SOURCE'PIECESS
<S50OMFE!> <§RECENT> <$SOURCE'PIECESARECENT>
<$SOME> «§PIECES> <$FROM> <$SOURCE>
<SRECENT» «$SCURCEIPIECESSRECENT>
<SPIECES> <$FRDM> <$SOURCES
<SSOURCEWPIECES > » <SCONFERERCE >
<$SOURCE> <fPIECESY 2»
<PRCCEFEDING/S> <$FROM> <SA» <SCONFERENCE:
<SCONFERENCEs <$PIECEST 25
<SPIECES> <$FROM> <§SOURCE>
<$S0LURCEIPTECESARECENT > = «§CONFFRENCE >
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<§SOURCE> «$PIECESY 25

<PROCCEEDING/S> <$TRDM> <§A> <$CONFEHENCES

<SCONFERENCLs <SPIECEST 2>
<SARTICLEYITEE >« HUUMAN PROBLEM S0LVING

THQUGHT AND LANGULAGE
<SALK»:» ASK

REQUEST

DEMAND

SAY
<SAUTHORS > = <SALTHORS I>

<§AUTHORS 1> <SCONJUNCTIONS <SAUTHORS>
<§AUTHORS 1> = REDDY

DREYFUS

ANN RUBIN

ANTHORY MARTELLI

BERNAND ML TZER

BERT RAPHAEL

BONNIE NASH-WERBER

CHRISTOPHER RIESBECK

CHUCK RIEGER

DAVE RUMELHART

DAVID MARR

DAVID MICHIE

DICK STITZER

DONALD NORMAN

DOUG LENAT

DREW MUDERMDTT

EARL HUNT

EARL SACERDOT)

ED RISEMAN

ELLIGT SOLOWAY

ERIK SANDIWALL

EUGERE CHARNIAK

GARY HERDRIX

GEORGE ERKNST

HERBERT BLOCK

HILARY PLSTNAIM

HLIGH NAGEL

IRV SOBEL

JACK MINKLR

JACK MOSTOW

JARES SLAGLE

JEAR SAKMEY

JEVFREY HLLtdAN

JOHN GASCHNIG

JOHN MUCARTHY

JOHN NEWCOMER

JOSEPH WEIZENBAUM

JUBEA PEARL

KARL PINGLE

KEITH PRICE

KEN RALSTON

KING SUNG FU

LAURLNT SIKLOSSY

LINDA MASINTER

LES EARNESY

MADELINE BATES

MARY NEWBORN
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MARY ShAw

MIKE RYCHENER
MITCHELL NEWLEY
NORIT SUZLUKI
PAMELA MCCORDUCK
PAT WINSTON
PLRRY THORNDYKE
PETER KUGEL
RANAI BANERI
RAYMOND SPROULL
RICH FIKCS

RICH SMITH
RICHARD MICHALSKI
RICHARD VWALDINGER
ROBERT REITER
ROGER SCHANK
RON OHLANDER
SCOTT FAHLMAN
SEYMOUR PAPERT
STEVE RELD
STEVE COLES
STEVE ZUCKER
TED SHORTLIFFE
THOMMS MARGLAND
THOMAS SYKES
VIC LESSER
WALLY RHCMHERG
wWO0ODY BLEDSOE
YORICK WILKS
ZOHAR MARNA
SIMON

NEWELL

w00Ds

HOLLARD
ROSERNFELD
FEIGENBALUM
FELDMAN

NILGGON

LHR

WINOGRAD
MINSKY

ALLEN COLLINS
ALLEN NEWELL
AZRILL ROSERFELD
BILL WQODS
BRUCE BUCHANAN
CARL HEWITT
DAKNY BOBROW
ED FEIGENBALUM
GIPS

HANS BLRLINER
HARRY BARRDW
HERI? SIMON
ISSAC AGTMOV
JERRY FELDMAN
JOHK HOLLAKD
KEN COLBY

LEE ERMAN
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AIXF

LEORARD LUNR
MARVIN MINSKY
MICHAEL ARBIE
RILS NILGGON
RAJ REDDY
RICK HAYES-ROTH
TERRY WINOGRAD
<§CONIINCTION>:» AND
NOT
OR
BUT KOT
AND NOT
OR NOT
<SAUTHORS!IDAYE>: « <AUTHOR/S> AND <DATE/S>
<JAT[/S> ARD <AUTHOR/S>
<AUTHOR/S >« AUTHORS
AUTHOR
<DATE/S> = DATES
DATE
<®0E>= «SALL >
<SHAVES> BEER
<§BE1> = <SBE[PRLS)>
<SBE{PAGT)>
<SHAVL: = HAVE
HAS
<HAPPEH /G« HAPPEN
<$BEL « <GOEs
<SHE ] > NOT
ISN'T
ALR'T
WASN'Y
WEREN'T
<$BETOPICSIMENTIONED > e <§HAVEL <3TOPICSs BEEN <$MENTIONED[PP]> <$SOMEWHERE >
<HOEL <§TOPICS~ <SMENTIGNED[PPI>
<SHAVED «§TOPICS» BEEN <«¢MENTIONED[PP]>
<300 <3TOPICS> GET <SMENTIGNLD[PP)> <§SOMEWHEKE»
<D0I> <STOMCS» GET <SMENTIGNED[PP)>
<GHAVLE v <fHAVES
HAVEN'T
<GHANVLE> NOT
HAGI'T
<SMENTICNID[PPY> = «$CITED>
DISCUSSED
MERTIGNED
CONSIDERED
<SWRHTEN> ARBOUT
<SSOMEVYHERE > IN <SANYIPIECES S
SOMEWNHERE
ANYWHERI:
AT ALL
<SSOMEWHERE 25 IN <CANVIPIECESS
SOMEWHERE
ANYWRHERE
AT ALL
<§D0I> .= <N0O>
<LDON'T>
<SBE[PREG]> = IS
ARE
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<$BE[PAST)>:» WAS
WERE
<§BE{THERE >~ <$RFl»
<§00L <SHEARSAY> HAVE
<SBEITHERES
<$HEARSAY > = YOU
THE DATA BANK
THE DATA BASE
HEARSAY
THE SYSTEM
<SBEITHERE» v «§REYs THERE
<SHAVED THERE BEEN
<SBE{TREREJANYWPIECES> - <EBE[THERE]> <BANYIPIECESS
DO YOU HARPEN TQ HAVE <$ANYWPIECESS
<SHOWHAMNYIPIECES 2> ARE THERE
<SHOWIMANYITECES 25+ <SHOWIMANY
<SHOWIMANY - <$PIEGES>
<SCHESS > CHESS
GAME PLAYING
<§CHOOSE > GEY
CHODSE
SELECT
SUBSELLCT
REVRIEVE
<§CITE> = «OITE/S>
REFENERCE
QUOTE
REFER 10
<SHAVE> <«§CITED>
<CITE/S>.:= CITES
CITE
<$CITED>- = CITED
QuUOTED
REFERENCED
REFERRED TO
<SCOMMAND 5 TRY TO GET <SWHAT>
<SWHAT> = <SWHATZ>
<SWHATZ2> <SCONJUNCTION: <SWHATI>
<SCONFERERCES>:» «8A> <§GCONFERERCE>
<SCONFERENCE >
<SCONFERERCE»:+ <SCONFERENCEL>
<SCONFERERCEL> <$CONFERENCEZ>
<$CONFERERCEL> = 1JCAL
ACM
IECE
IFIP
<SCONFERENCEZ v <MEEVING/S>
<CONFERENCESS>
<SESSION/S >
<CONVENTICN/S>
<MFEYING/S>» MEEVINGS
MEETVING
<CORFERENCEfS>» CONFERERNCES
CONFERENCE
<SESSHIN/S»r SESEI0ONS
SESSION
<CONVENTION/S>= CONVENTIONS
CONVENTION
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<GCONTAIN> = <CONTAIN/S>
CONTAINED
<CONTAIN/S>:« CONTAINS
CONTAIN
<SCONTENTSIMEN> = <$GIMME> THE <§KEYWORDS>
<SWHAT'WHICH> <$KEYWORDS> <$RELATENC> <§SUPERIMENU>
<SWHATIWHICH> <SMENIUMENUs <SRELATEITO> <$SUPERIMENL>
<SWHATIWHICH> <JKEYWORDS> <$MAY> <§I> USE FOR RETRIEVAL
<SWHATIBE> THE <$KEYWORDS>
<$GIMME >+ <SFWANNA
<$LEMMEs <5 ACOUIRE:
<S$WOULD> <$HEARSAY> RETRIEVE
<SWOULD> <SHTARSAY > <$LIST>
<SLIST»
<SWOULDS> <SHEARSAY> <§GIVE> <$MEs
<SGIVE> <$ME»
<$GIVEL>
<SLIST> TOR «$ME~
<STWANNAL TO <$ACQUIRES
TRY 7O GET
<$KEYWORDS>:ue KLY «WORD/Ss
KEY <PHRASE/S>
RETRIEVAL <KEY/S»
<SWHATWHICH S » WHAT
WHICH
<SRELATENO» = <RELATIE/SS TO
<§BE> RELATED 10
<SSUPERMIRI o <SAlS
GAME PLAYING
LEARNIRG
INFERERCE
SEMANYIC HETWORKS
COMPUTATIONAL LINGUISTICS
UNDERGTANDING
ADAPTATION
INTERACTIVE DESIGN
DESIGN
AUTOMATIC PROGRAMMING
HYPOTHESIS FORMATION
DEDUCTIVE RETRIEVAL
GEOMETRIC MODELING
INTERACTIVE KNOWLEDGE SYSTEMS
COGNITIVE SCIENCE
COGNITION
AUTOMATION
DATA STRUCTURES
FORMAL SEMANTICS
LANGUAGE UNDERSTANDING
<GMENLIMERUS « <TOPIC/S>
TOPIC <MEN/S>
<MENLI{S>
<SHBJCT/ S
<ARCAJS»
<SMAY>. - CAN
Couln
SHOULD
MLUIST
MAY
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<§looe |
WE
<SWHATIBE> . <SWHATIWHICH> <«$BE>
WHAT'S
<SDATE> = <¢DATE]>
THE LAST <SNUMBER> <§TIMES>
<§DATE}> <SCONJUNCTIGN> <§DATEL>
<SDATET> <3THROUGH> <§DATEL>
<$DATE]>: = <8VYEAR>
<SMONTH»
THE <MONTH/S> OF <§MONTH>
<SMONTH» <$YEAR>
<SNUMIERS w <SHIINDREDS>
<ENUMBER1>
<SHUNDREDS> <$NUMBER >
<$TIMES s MONTHS
1SSUES
VOLUIMES
YEARS
TIMES
<§THRDLUGH> = TO
THROUGH
TILL
<§YEAR> e NINETEEN <¢NUMBERI>
<§MONTH».= MAY
JANUARY
FEBRUARY
MARCH
APRIL
JUNE
JULY
AUGUST
SEPTEMBER
OCTOBER
NOVEMBER
DECEMBER
<MONTH/S> = MONTHS
MONTH
<§SDESIRE> » <SWANT>
WOULD LIKE
DESIRE
<$WANT>. = DESIRE
SEEK
WANT
WiSH
<$DIGITS> .+ ONE
TWO
THREE
FOUR
FIVE
SIX
SEVEN
EIGHT
NINE
«$D0>»:= DO
DOES
DID
<$DON'V>:= DON'T
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AlX

DIDN'Y
DOLSN'TY
<§D0> NOT
<EDMSOMEYs v <§DY > <§SOMEL
<$FILEs:+ FILE
COoPY
<SFINISHED > = «§FINISHED] »
ALL <§FINISHED>
<§FINISHED >« THROUGH
DONE
FINISHED
<$FROM:» = IN
OF
FROM
AMONG
<$GETAFFILIATIONS 1= WHERE «300s <$THEY> WORK
<§D0 <4THEY> WORK <$WHERE >
<SWHATIBE> «§THEIR> <SAFFILIATION>
WHAT <ADDRESS/S> <3BE> GIVEN FOR <$ITSIAUTHOR»
<$THEV>:= THEY
HE
SHE
<SWHERES « <SWHERF1»
<SWHERE 1> <SCONJURCTION> <$WHEREL>
<$THEIR>:» THEIR
HIS
HER
<SITSHAUTHOR » 0 <§1TSs <AUTHOR/Ss
THE <AUTHOR/S> <$OFITHATIPIECE >
<SOGETAUTHOR> :» <§PROVINE> «$1TSIAUTHOR>
WHO
WHO WROTE <STHATIPIECE>
WHO <80 <$ITSHAUTHOR S
<SPROVINCS v <§GIMMES
<SWHATIB[ >
<§THATIPIECE> = <§THESE >
<STHATIIELCE2S
<SGEVIAUTHORIDATE >« <GPRDVIDE> <SITSAUTHORIDATE S
<SITSIAUTHORIDATE S + <§1TS> <SALITHORSIDATE>
THE <§AUTHORSIDATE> <SOFTHATIPIECE >
<SGETIDATE > = «GPROVIDE> <$ITSIDATE >
<SWHEN> <SWHATWHICH> <MONTH/S> <$BE[PAST]> <$THATIRIECE> <$WRITTENI>
WHEN «$OE> <GTHATIPIECE> <$WRITTENL>
<GITSWATE> = <§1TS> <DATE/S»
THE <DATE/S> <§OFITHATIPIECE»
<$WHEN> = <§FROM>
SINCE
AFTER
BEFORE
DURING
<SWRITTEN1> = PUBLISHED
PRINTED
WRITTEN
WRITTEN WP
ISSUED
RELEAGED
PRCDUCED
<GWRITTENI 2>:» PUBLISHED
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PRINTED

WRITTEN

WRITTEN UP

ISSUED

RELEASED

PRODUCED
<GOBETINFO>« <§GETIAFFILTATION>

<SGETAUTHOR

<SGEVIAUTHORIDATE >

<SGLETDATES

<SGEVINEWEST>

<$GETVITITLE>

<SGETITITLEINEWEST >

<SGETVHTLEMLDEST>

<$GETIPUBLISHER >

<SGEVREFERERNCES >

<SGEVIOLDEST>
<SGETINEWEST> e <SPROVIDE> THE <$NEWEST>
<$GETIVITLE> = <§PROVIDE> <$ITSITITLE>

WHICH <ONE/S>
<SGETITITLEINEWEST > <GGETHITLE> OF THE <SNEWEST>
<SGETITITLEOLDEST> = «8GETIVITLE> OF THE <§OLDEST>
<S$BETIPUBLISHER S = <§PROVIDE> <$1TSIPUBLISHER»

<$BE> <$THATIPIECE> PUBLISHED <$IN> <$SOURCE?2>

WHERE DID <STHATIPIEGE > APPEAR
<$GETIREFERENCES s <§PROVIDE> <$ITSIREFERENCESS

WHO «¢BE{PAST}> <$CITED> <§IN> <§THATIPIECE>

<SD0> <3 THATIPIECE> <«$CITE> <$SOURCEZ>

<SHOWHANIY . REFERERCES <SWERETHERETNTHATIPIECE>

<SGETIOLDEST>.r <§PROVIDE> THE <§OLOEST>
<SNEWEST>r <§NEWESTI>

<SNEWEST1> ONLS

<ANEWESTI> <¢NUMBER>

<SNEWEST 1> <SNUMBER> <§PIECES]>

<SNEWEST1> <FROM> <$THATIPIECE>

<SNEWEST 1> <SPIECES] 2>
<SOLDEST > <SOLDEST 1>

<SOLNEST 1> ONES

<SOLDEST 1> <SNUMBER>

<SOLNESTI> <STFROM> <§THATIPIECE>
<SITSIPUBLISHER 5:r <§1T8> <PUBLISHER/S>

THE <PUBLISHEH/S> <$OFITHATIPIECE >
<$IN>:a IN

BY
<$SOURCEZ> = <$CONFERENCES>

<SSOURCE»

<GA> <«§SOURCES

<CA> <G(RECENT> «SSOURCE>
<SITSIHEFERENCES s+ «§1TS> <REFERERCE/S>

THE <REFERENCE/S> <SFROM> <§THATIPIECE»

<SARVIPIECESs «$0ITED> <§IN> <$THATIPIECE >
<GHOWIANY 5= <SWHATIWHICHS

HOW MANY
<SWERENTHERETNTHATIPIECE > = <$BE'THEHES

<SBE> GIVEN

<SBE[THERE]> <SFROM> <§THATIPIECE>
<SITSITITLE> = <§ITS> <TITLE/S>

THE <TITLEfS> <§OF/THNATIPIECE>
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<ONEfSs>..« ONE
ONES
<$TWANNAG v <§1'> LIKE
<$1> <$DESIRE»
<$LEMME>: v LET <SMFE>
LET'S
<SMAY> <S>
<$WOULD S« WOULD
CAN
COLULD
<$LI8T>r LIST
PRINY
TRANSMIT
WRITE
<S$GIVE>: = <SGIVEL>
GEY FOR
TELL
<$MEs o+ ME
us
<$GIVEL>:= GET
GIVE
SHOW
<$GRIPE>:« <801 <SHEARSAY> <$ALWAVSs <§SLOW>
HAVEN'T YOU FINISHED
WHY <§$BE> <EHLARSAY> SO S5LOW
DO RESPONSES EVER COME FASTER
HOW <SMAY> <§I> <$TMPROVEIHS»
DO ALL QUIRIES TAKE THIS LONG
HOW LONG DOES IT TAKE
WHEN WILL <§HEARSAY> HAVE THE ANSWER
DOES IT ALWAYS TAKE THIS LONG TO ANSWER <§ME>
WHAT <SMAY> <§1> DO TO <$IMPROVEIHS>
<§5L0W > SO SLOW
S{OW
THIS SL0W
<SIMPROVEIHS e HELE
SPEED <$HEARSAY > UP
HELP «3HEARSAY >
USE <SHEARSAY> EFFICIENTLY
<SHF.LP‘.)::(- |”l|'
HOW BIG 18 THFE DATA BAGE

<SWHATISORTSIOF > «RIYRIEVAL/S> CAN <SHEARSAY> DO

TELL <SME> WHAT TO DO

<SWHATWHICH> <SMENUMENU> <SMAY > <§I> <$SEFRS
<SWHATISORTSIOF > REVRIEVAL <KEY/S> <$MAY> <§1> <§SEER>
<SWHATISORTSIOF > <GPIECES]» <GIE[PRLS)> AVAILABLE

<SWHATISORTSIOF » <«SMENIIMENU> <$BE> STORED
WHAT 1S KNOWN «$RI[ EVERY <$PIECESTS
WHAT DO <§Ts HAVE TO DO

CAN VOU HELD

<SWHATISORTSIOF » «$MENLIMENUS <$BEITHERE »
CAN YO HELP <$ME»

HELH <iMEs

<SPROVIBE> «$As> <EMENLIMERL>

<BWHATIS> <¢SOME> <§MENIIMENU> <§FROM> <$Al>
<SWHATIWHICH> FACTS ARE STORED

<SWHAT!IS> THE SIZE OF <$HEARSAY»

WHAT <EMAY> <§1> <§ASK>
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WHAT GAN <SHEARSAY> DO
<SWHATISORTSIOF 5w <SWHATIWHICH> «$SORTSs OF
<RETRIEVAL/S>» RETRIEVAL
<§SEEK > :» REQUEST

CHOOSE

SEEK
<KEY /5> KEYS

KEY
<SRE>:» <SR 1>

<$WHICH> <aMENTION>
<SWHATIIS> « WHAT'S

WHAT <§BE[PRES]>
<$SOME >+ <&80OMFE 1>

<§SOME 1> OF THE
<SHOWIAANYINGTHIORS 5« <SHDVWIMANY > <AUTHOR/S>

<SDOISOMEYs <AUTHOR/S >
<SHOWIAATYIRE S« cSHBWISARNVIGRITHEM> <¢BE>

<SOE 1> <SGOMEOFITHEM:
<SHOWRANNYIIF T HE M o0 < GHDWIAANY »

<SHOWIAANY > OF <STHATWPLECE 3>
<ESOMEIOFITHE M s - «§THATIRIECE »

<S$SOMEL> OF <§THATIPIECEA>
<STHATIPIECES> .= «§THATIPIECEZ>

<8 THE
<SHOWILAYIDIZCES > = «SHOWIMARYIPIECES >

<ED0Is <SANVIPIECESS

<SHOWIARMNY'SOURCEPTECES»» <SDD> <SANYISOURCEPIECES>

<SHOWUIANNNIPIECES » <SFROM> <$SOURCEZ>
<SWHAT'WHICH> «$SOURCE>
<SHOW!IMANY > <3SOLURCE'PIECES>
<$SOURGCE > = <§Al> JOURNAL
ASSOCIATION FOR COMPLTATIONAL LINGUISTICS
COGNITIVE PSYCHOLOGY
ACL
Al TEXT
ARPA SURKOTES
SIGARY NEWSLETTER
COMMUNICATIONS OF THE ACM
CACM
COMPUTING <SURVEY/Ss
COMPUTING REVIEWS
INFORMATION AN{Y CONTROL
IEEE <TRANSACTICON/S>
LICAT «PRCCEEDING/S>
ITE? <PROCEEDING/S>
JOURNAL OF THE ACM
<SHUNDREDS> « <§NLUMBER 1> HUNDRED
A HUNDRLD
<SNUMBER D >= <§DIGITS>
<SNUMRBERZ>
<STEENS>
<STBE>: v <8]'Mx
<ST'VE> BEEN
T <M b AM
I'™M
WE'RE
WE ARLE
<S$I'VE»:= | HAVE
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WE'VE
WE HAVE
<$I'D>:e <§T> WOULD
I'n
WE'D
<$ITS>:« THE
THEIR
ITS
<SOFITHATIPIECE >+ OF <$THATIPIECE>
FROM <STHATIPIECE >
<PUBLISHER/Sw:» PUBLISHERS
PUBLISHER
<REFENENCEfS>:e REFENENCE
REFERENCES
<TITLE/S>::« TITLLS
TITLE
<WORD/S5:« WORDS
WORD
<PHRASE /S> .« PHRASES
PHRASE
<SLAST> = LAST
MOST RECENTLY
<SLEARNINGS w+ LEARNING
GRAMMATICAL INFEHERCE
NEURAL NETWORKS
AGGTRACTIGN
DYNAMIC CLUSTERING
CELL ASSEMUBLY THEORY
<SLISTITHEM»> .« THE <3NEWEST>
<STHEINEXT>
<SGIMME> «$THONERTS
<SMAY> <81> HAVE <$THATIPIECE > <$LISTED>
<SLISTs THE <3NFWEST>
<SLIST»> <STHATHPIECE>
<QTHEWIXT>-= THE NEXT
THE NEXT <$NUMBERS
THE FIRGY
UP TO <§SNIMBERS
BETWELEN <¢NUMBER> AND <$NUMBER> OF THEM
<SNUMHBER> MORE
THE FIRST <SNUMBER»
<$LISTED>-= LISTED
PRINTED
WRITTEN
<$LISTING>:» LISTING
PRINTING
TRANGMITTING
WRITING
<§MAKE> .« COPY
WRITE
MAKE
PRODUCE
GERERATL
<SMAKTIANTILE> = <CMAKES <EME» A <SFILE>
<SMAREIAIFILES OF THE <§NEWLST>
<SMAKE> A <§FILEs
<SMAKEIFLE >+ <SMAKEAIFILES
<SMAKEIATILE> <$FROM> <$THATIPIECE »
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<$RE1>.= RELATED TO
ABOUY
REGARDING
ON
REFEHRRING TO
DISCUSSING
COKCERNING
MERTIONING
<DISCUSS/S>= DISCUSSES
DiSCUSS
<SMENTIONED> e «SBE> <§RE>
<SMENTIONEDGHAVES
<SMENTIONEDAHAVE> i« <§MENTIGNED[PP)>
RELATED TO
CONCERNED
<MENTION/S> = MENTIONS
MENTION
<SWRITTEN>:» <QWRITTENL>
<SRECENTLY > <SWRITTENI>
<SWRITTENL> <8RFCENTLY >
<SWRITTEN 25:v <SWRITTENT 25
<SRECENTLY 25 <¢WRITTENL 2>
<SWRITTENT 2> <$REGCENTLY 2>
<TOPIC/S> = TOPICS

TORIC
<MERIJfS>:» MERUS
MEWL
<SUBJECT/ S0 SUBJECTS
SUBJECT
<AREA/S» = AREAS
AREA

<$MY>:r DUR
<ENEBSTATEMENT = <§1> <SUNWANT> TO <SACQUIRE> <$WHAT>
<SDON'T> «SGIVE> «§ME> <SWHAT>
<SUNWANT> = WOULD NOT LIKE
<SNON'T> <EWANT>
<ENFWERT L= LAST
NEWEST
<SLAGT> <$WRITTEN>
LATESY
MOST RECENT
<8ND>-= NO
<SNUMBERZ5 = <§TENSG>
<§TENS> <§DIGITS>
<$TEENS>:= NINETEEN
TEN
ELEVEN
TWLELVE
THIRTEEN
FOURTEEN
FIFTEEN
SIXTEEN
SEVERTEEN
EIGHTEEN
<STENS>:r TWENTY
THIRTY
FORTY
FIFTY
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SIXTY
SEVENTY
EIGHTY
NINEYY
<$OLDEST 15> QLDEST
FIRST
EARLIEST
FIRST <$WRITTEN~
<SOURGLIVES> = <RETRIEVAL/S>
<$MY:> ATTENTION
MYSELF
OURSELVES
AlLL <RETRIEVAL/S>
<SWHENDAYE > = THIS YEAR
LAST YEAR
SINCE LAST YEAR
<SWHEN> <&DATE>
<STORY /S5« STORIES
STORY
<ARTICLE/S> = ARTICLES
ARTICLE
<BCOK/S»:« BOOKS
BCOK
<PAPER{S. .« PAPERS
PAPER
<ABSTRACT /G o ABSTRACTS
ARSTRALT
<PROGEEDING/S> .« PROCEEDINGS
PROCEEDING
<REPGRT /S5« REPLORTS
REPORT
<ISSUE/S» .~ ISSUES
IS5UE
<JOURNAL/S> = JOLURNALS
JOURNAL
<REVIEW/IS, = RIVIEWS
<VOLMAL /S0 VOLUMES
<SURVEY /S = SURVEYS
SURVEY
<SUMMARY /S5 = SUMMARIES
SUMMARY
<8TORY/S 2» = STORIES
STORY
<ARTICLESS 25« ARTICLES
ARTIGLE
<BOOK/S 25 BOOKS
BOOK
<PAPER/S 2> = PAPERS
PAPER
<ABSTRACT/S 25« ABSTRACTS
ABSTRALT

<PROCEEDING/S 25-= PRCCEEDINGS

PROCEEDING

<REPORT/S Z»:= REPDRTS
REPGRT

<ISSUE/S 2> ISSUES
iISSUE

<JOURNAL/JS 25+ JOURNALS
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JOURNAL
<REVIEW /S 25« REVIEWS
<VOLUME/S 232« VOLUMES
<SURVEY /S 25:= SURVEYS
SURVEY
<SUMMARY /S 25:+= SUMMARIES
SUMMARY
<$POLITENESSs:= PLEASE
THANKS
THANX YOU
<$PRUNEIDATE S = <$LEMME> «$RESTRICT> <SOURSELVESS TO <SANYIPIEGESS
<SLEMME> «{RESTRICT> <SOURSELVES> TO <$ANY'NODATEIPIECES> <$WRITTENL> <§WHENIDATE >
<§PM> INTERESTED IN <SANYHODATEIPIECES> <§WRITTENL> <$WHENIDATE>
<SCHOOSE> <$FROM> <SANYINODATEIPIECES> <$WHENDATE>
<8RESTRICT > .= CONFINE
RESTRICY
LIMIT
<$PRUNEILIST> = <SPRUNEMIATE>
<$PRUNCILISTTOPICS
<$SPRUNEILISTIAUTHOR>
<SPRUNEILISTITITLES
<SPRUMEILISTICITATIONS
<SPRLUMNEN ISTIDATE >
<SPRUNEN IGTISOURCE >
<SPRUNENISTISOURCEIDATE >
<SPRUNERISTIWHEREWRITTENS
<$PRUNEHISTITOPIC .+ <8D0> <§EOMEINFITHEMS <3ALSOMENTIONITOPICS >
<§T'M> ORLY INTERESTED IN <§WHAT>
<SBE> <$THATIPIECES <§ROTOPICSS
<SBE> <§SOMEGHITHEMy <3ALGO> <ERTITOPICSS
<SHOWILANYIOFTHEM <$ALSHIMENTIONTOPICSS
<SPRUNER IBTIALITHOR > wm <SBE> <SSOMEIGFITHEMS «$WRITTEN'BY> <§AUTHORS>
<SHOWURARRYIRE S <CWRITTENIBY > <§AUTHORS>
<$OE> <50ME> BY <SAUTHORS>
<SPRUNEILISTITITLE> -« <SWHATWHICHs <TITLL/S> <§MENTION> <§TORICS>
<SPRUNENIGTICIVATION> = <SD0O's <$SOMEKIFHEMS <SCITE> <$AUTHORS>
<&0L1> <SAUTHORS: <§CITED> <SIN> <STHATPIECES
<SHOWAANYIIFITHE > <$CITE> <SAUTHORS »
<§BRF> <SAUTHORS> $CITED> <£IN> <$SOME'OFITHEM
<SHAVLDL <SAUTHORS» BEEN «$CITED> «$T> <$SOMEIFITHEM»
<S0E> <SAUTHORS> «§CITED> «&IN> <«@SOMEKIFIVHE M
<SPRUNENIGTDATE > = <SBE[PAST]> «$SOMEL> <CWRITTENT> «§WHENIDATE >
<81> DEMAND <SANVINODATENIECESS <SWHENNDATE>
<SPRUNLILIBTISOUREE >« <SHOWIMANY > OF <STHATIPIEGE3> APPEARED <§RECENTLY> IN <§A> <§SOURCE>
<SRRI «CSOMEIGEFTHEMS <$FROM> <$SOURCEZ>
<EBE «$SOMEIGFITHEM» «$FROM> <SANYISOURCEIPIECES>
<SPRUNEIIGTISCURCEIDATE > o <8BE1> <$SOMEWQFITHEM> «<$FROM> <$ANY'SOURCEPIECES> <$WHENIDATE>
<SPRUNEN IS TIWHEREWWRITTEN> e <§HOWIMARNNYIF[ECES> <§BE{PAST]> <SWRITTEN> <§WHERE>
<GHOWIARNVIOE . <EWRITTEN> <$WHERES
<SWRITTEN'BY> = BY
<SWRITTEN 2> BY
<$RECENTLY »:= RCCENTLY
LATELY
IN RECENT «&TIMES»
IN RECENT <&PIECES]S
<SRECENTLY 25:e RECENTLY
LATELY
IN RECENT <§TIMES>
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IN RECENT «GPIECEST 2>
<SREITOPICS>:» <$RE»> <$TOPICS> <$WHENIDATES
<$RE» <4TOQPICSS
<SWHENIDATE> «$RETOPICS>
<SOUERY> » <SQUERY !>
<SQUERY 1> <SRECENTLY 2»
<SQUERY 13:r <EQUERVIALITHOR>
<SOUERYIALTHORATIPLACE >
<SQUERVYIALTHORIDATE
<$QULRYIAUTHORITOPICS
<SQUERY'TOPIC
<SQUIRYICITATION>
<SQUIRYIWRHEREIWCONIERERCES
<SQULRY!IDATL>
<SQUERYIDATLIOFARTICLETITLE
<SQUERYILASTIOY'AUTHOR
<SQUERY'INEWLESTTORICS
<SQUERY'REFERENCEIMPIECE
<SQUERYISOLIRCE >
<SQUERY'SOURCEAUTHOR>
<SQUERY'SOURCE'CITATION»
<SQUERYISCURCEIDATE>
<SQUERYISOURCEWREFERERCED >
<SQUERYISOURCETOPIC
<SQUERYITITLEISOURCES
<SQUERYITOPICIDAYE>

<SQUERYIAUTHOR > = <SBL{THERLPANYINIECES > <SWRITTEN'BY> <§AUTHORS>
DID <SAUTHORS> <3WRITE> <$ANVINODATEIPIECES> <«§RECENTLY >

DID «§AUTHORS> <$WRITE> <$ANYIPIECESS
WHAT <GHAVE: <SAUTHORS> <SWRITTENS

WHO WROTE <SANYINODATEIP|ECES> <§RE> «$TOPICS> <§WHENDATE>

<SHOWIANNYTIECES 2 » <$BE> <SWRITTENHBY> <§ALUTHORS>
WHAT ABOUT «<$ALTHORS»

<SHDWHANRNYIPTECES 2> <SHAVE> <SAUTHORS» <SWRITTEN>
<SHANVES «AUTHORS» <SWRITTEN 25 <SANYIPIECESs
<SPROVIDE> «{ANYINTECES s <$WRITTENIBY > <§AUTHORS»

<GHAVEDL: <SARYIPIECES: <§$WRITTENBY> <§AUTHORS> APPEARED

<SHAVLEL «SANYIPTECES> BEEN <fWRITTENHY> <§AUTHORS >
<SWRITE>« WRITE
PUBLISH

<SOQUERVIAUTHORATIPLACE > = <SHOWIMANY » <AUTHOR/S> WORK <§WHERE >
<SQUERVYIAUTHORIDATE > « DID <$AUTHORS» <SWRITE> <SANYINODATEIPIECES> <$WHENIDATE>

<SHAVI > <CALTHORS > <SWRITTEN> <§WHEN'DATE

<SHOWUIAAIYPIECES 25 <§BE> SWRITTENHY> <SAUTHORS> <§WHENIDATE>
<SHOWUAATNIPECES 25 «fHAVES <CAUTHORS» <§WRITTEN> <§WHENDATES

<SQULRVIAUTHORTOPICS - WHO WROTE <SANYINODATENIECES >
<SQUEIRYITOPICS «SWRITTENEIY> <SAUTHORS>
<SHOWIAARNVIAUTHORS  «SMENTION> <$TOPICS>
<SOUERVIAUTHOR: <SRFITOPICSS
WO <SHAVES <CQWRITTENS <$ROIVOPICS>
<SQUERVITORICS = «§BETOPICSIMENTIONED>
WHAT ABOUT <§TOPICS>
<SBEIs <SANYIPIECESS <SWRITTENS <$RETOPICS>
<SBE[PAST)> <$TOPICS> WRITTEN LiP <§RECENTLY»
<SBE[THERE JANYIDIECESS <$RETOPICS> <$ALSO> <RETOPICSs
WHEN <GDE[PAST]> <$TOPICS> LAST <§MENTIONED>
<§SOMEIPIEGES> <$REITOPICS
<SHOWIMARYIPIECES > <§MENTION> <$TORICS>
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<EWHATIBORTSIOF > «$TOPICS> <4BE> <$WRITTEN>
WHEN <8 1> «§TOPICS> <$LAST> <$MENTIONED[PP]>
<SHOWIMAINYIPIECES > <$RETOPICS~ <$ALSOIMENTIONITOPICS >
WHERE <$BETOPICSMENTIONED >
<SBETOPICSMENTIONED> <SSOMEWHERE 25>
<SBETOPICSIMENTIONLID> <§SOMEWHERE 2> <SRECENTLY >
<SHAVEDL <SARYWIECES> <§RETOPICS> BEEN <$WRITTEN>
<SBE[THERLPANYIPIZCESS <SRETOPICS»
<SBEITOPICSIMERNTIONED> <§IN> <SANVIPIECESS
<SHAVLE <SARYIPIECES> APPEARFD <$WHICH> <$MENTION> <$TOPICS>
<SHOWIARNWYIPIECES 2 <§RITOPICS> «$BF> THERE
<SHOWIMARYITIECES 2 <EREVGPICS> <$BF> <SWRITTEN>
<EDOIs <SANYIPIECES: <GRETOPICS» EXIST
<§QUERYICITATICN> = <SHOWNRARNYIPIECES> <$CITE> <SALTHORS
<§BF> <$AUTHORS > <§MINTIONED[PR)> <§SOMEWHERL >
<SWHATWHICH> <SPILCESI> <SWRITTENIBY> <SAUTHORS> <$BL> «$CITEDS>
<SBE[THEREFANYVIPIECES > <CWHICH> <§MENTION> <$ANYIPIECES> <$WRITTENIBY> <$AUTHORSS
<SBEL <SAUTHORS > <SCITED> «SIN> <§SANYHODATEWIECES> <$WRITTENI> <§WHENIDATES
<SHAMLE S <SANYIPIECESS «§CITEDS <SALUTHORS»
<SUAVLE > «GAUTHORS> BEEW <$CITEDs> <$IN> <SANYIPIECESS
<SWHICH»+ WHO
WHICH
THAT
<SQUERYIWREREICONEERERCE 500 <GHOWIANY > <CONFERENCE/S> <$BE[PAST)> <$WHERES
<SBE[THERE]> «SSOMEL> «CONFERENCE/S> <$WHERES
<SQUERYIDATE >:r <GHOWIMANY > <§PTECES > <§BE[PAST]> <§WRITTENT > <GWHENIDATE >
<SWHATIWHICH> <GBEL THE «SNEWEST> <SWRITTEN'BY> <§AUTHORS >
<SOEMTHERE > <GARNYNODATENIECES > <$WHENDATES
<GOHAME S «§ANYINODATEIPECES > «SWRITTENT> <§WHEN'DATE>
<SQUERYDATEIQFIARTICLEWITLE >« WHEN WAS <SARTICLETITLE> <$WRITTENT»
<SQUERYILASTIBY'ALUTHOR .= WHEN WAS THE LAST <$PIECESL> <SWRITTEN'BY> <§AUTHORS > <S$WRITTENI >
<SOUERYINEWESTTOPIC > = «SPROVIDE> THE <§NEWEST> «$REITOPICS>
<SQUERYIREFENENCEINPLECE > = «SHOWIANNYIPIECES > <$CITE> <$THATIPIECES>
<SQUERY'SCURCE>= <SBE[THEREJANYIPIECES> <$FROM> <«$SOURCEZ>
<SDOISOME!s <SCORFERERCES PUBLISH PROCEEDINGS
<SQUERY!SOURCEAUTHIR e <SHOVWIMARYISOURCE'PIEGES > CONTAINED <$ARYIPIECES> <§WRITTEN'BY > <§AUTHORS»
<SHOWHRANPYISOURCE'PTECES > <SCONTAIN> WINOGRAD'S ARTICLE
DID «SAUTHORS» PRESERT «GANNVYIGDATEIPTECESS AT <SCONFERERCED>
DID <¢AUTHORS> PRESERT «GAMYHODATEIPIECES» AT <SCONFERENCEI> <$WHENIDATE>
<SQUERVISOURCE!CITATION> = <SHOWRANNYISOURCEWNIECES> <$CITE> <$AUVHORSS
<SQUERY'SGURCEWDATE> « DID <§SOURCE2> PUBLISH <«$SOMETHING> <§WHENIDATE>
<SBEITHEREs <$ARN'SOURCEIPTECES> <$WHENIDATE >
<SQUERYISCURCEIREFERENCED > v <SGIMME S «SANYISOURCEINTECES> <$CITED> BY <$AUTHORS>
<SQUERYISGLURCEITORIC S or <SGIMMES <3 ANYIPIECESS «$FROM:> <§SOURCE2> <$REITOPICS»
DID ANYONE PUBLISH <$REITOPICS> IN <$SOURCE?>
<SHOWIANRNNICOURCEIPIECES s <4MINTIONS <$TOPICSS
<QBFEITOPICSIMENTIONED> IN <§5DURCE?>
<SQUERYITITLUSOURCE > v «SWHATIBE> THE <TITLESS> <SFROM> <$SOURCE2>
<SPROVIDE > <$ITSITITLE> <$FRGM> «$SOURCEWPIECESS
<SQUERYITOPICIDATE > or <SHOWIMANY » <§PIECEST> <§WHENIDATE> <§MENTIONED> <§TOPICS>
<RELATE/Ss. . RELATE
RELATES
<SREGUEST>. = <SCOMMAND>
<SNEGSTATEMERT >
<SOUERY -
<SSTATEMENT>
<SSTATEMENT> e <SGIMMES «SWHAT>
TELL <SME> <$REVOPICSs
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<ESELLCTHING = <EWHATISS <$SOME's <SMERIIMEND> <$FROM> <§SUPERIMENUS
<SHBES INTERESTYED IN <SSUPERIMEN -
<SWHATIWHICH <SMENUMENU> <SBE[PRES]> RELATED TO <$WHATIMENU>
<§TIBE> ONLY INTERESTED IN <SPIECESL> <$RE> <bWHATIMENU>
THE <§MENIIMAENL <§T' M~ INTERESTED IN <$BE[PRES]> <§\WHATIMENU>
<ST'Mx> INTERESTED IN <SWHATIAENU>
<SCHOOSE > <$FROM> <$WHATIMENU>
<SWHATIMUNU S = <SSUPERNMERL
<SANVIPTECES S «§RE> <3SUPERIMERS
<EWHATIMIRNU> <SCONJUNCTION> <$WHATIMERU>
<BOLMANTICINETS: = <CLNDERSTANDING»
SEMANTIC HETWORKS
A SEMARNTIC NETWORK
SEMANTIC HETS
<SUNDERSTANDING. « HEARSAY
LANGUAGE LINDERGTANDING
NATURAL LANGUAGE
ENGLISH
NATURAL LANGUAGE UNDERSTANDING
SPEECH UNDERSTANDING
SYNTAX
<SSERNTENCES » <SCONTENTSIME NS
<SGETHNFOS
<GHRIPE
<SHLLH:
<SLISTOHEMs
<SMHAKERLES
<SNO»
<SPRUNEH BT
<SREQLICST >
<SSELEGCTIONS
<$¥Yi5»
<GSTOPHISTING>
<$YES> = YES
0K
SURL
<SSTOPLISTING> = <§I'M> <$FINISHED>
NO MORE
<ST'VE> <GFINISHED>
<8STOP» «$LIGTINGS
<§STOP> THE <SLISTING>
<BSENTENCE > = «§SENTENCES
<SPOLITENESS: <$SENTENCES
<SSENTENCE> «$POLITENESSS
<STHATIPIECEA». = <§THAT> <§PIECEST>
<§THE LA
<§80RTS> « <B0ORT/S5»
<KRIND/S»>
<TYPE/S>
<VARIETY/S>
<SORT/Sx>« SORTS
SORT
<KIND/Ss> = KINDS
KIND
<TYP{ /G TYPES
<MARIETY /5>« VARIETY
<TRANSACTICN/SS> -« TRANSAGTIONS
TRANSACTIGN
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<§STOPs e STOP
CEASE
TERMINATE
KILL
FINISH
QuIT
<$THATZ):‘= THIS
THAT
THESE
THOSE
<§THESE = T
<§THAT>
THEY
EACH
<STHATIPIECE2>:= <STHAT> <$PIECESL>
<STHAT> <ONEfS>
<STHEM:» - <$THAT>
THEM
<STIMESTRCES» TIME
SPACE
TIME «SCONJUNCTIONs SPACE
SPACE <SCONJUNCTION> TIME
<3TOPIC > = <SAI>
PROBLEM SOLVING
GiPs
<SCHESSS
<$LEARNINGS
INFERERCE
<SSTEMANTICINETSS
CYRIRNETICS
COMPUTATIONAL LINGUISTICS
PSYCHDLOGY
CONTROL
ADAPYATION
INTERACYIVL DUSIGN
DESIGN
ALUTOMATIC PROGRAMMING
HYPOQTHESIS FORMATION
DEDUCTIVE RETRIEVAL
GEOMETRIC MODELING
INTERACTIVE KNOWLEDGE SYSTEMS
KNOWLEDGE SYSTEMS
COGNITIVE SCIENCE
COGNITION
ALITOMATION
DATA STRUCTURES
FORMAL SEMANTICS
A TASI ORIENTED DIALOGUE
THE TECH-1I CHESS PROGRAM
SYNTHESIS OF LINE DRAWINGS
TELEOQLOGICAL REASONING
TEMPORAL SCENE ANALYSIS
TEXTURLE ANALYSIS
A THAUMATURGIST
SHAPE TOPDLOGY
THREE DIMERSIONAL MODELS
A TUTOR OR TUTORING ON TV
THE WEAK LOGIC OF PROGRAMS

82

AIXF



THE DATES OF THY WORLD COMPUTER CHESS CONFEHENCE
NEWSLETTER REPORTERS

OBIECT LOCATIONS AND MOVEMENTS IN NATURAL IMAGES
PARALLEDISM 1N PRODLEM S0LVIRG

THE PERFGRMARCE OF PATTERN MATCHING RULES

A PROGRAM SYNTHESIZER FOR NETWORK PROTQCOLS

A PROGRAMMING APPRENTICE

A PROOF CHECKER FOR PROTOCOL TERMINATION EXPRESSIONS
A RADIG INTERVIEW ON SCILWCE FICTION

A TIME DOMAIN ANALYZER

INVARTANCES IN THE PERCEPTION OF FACES

THE LOCATION OF OBJECTS IN MAGAZINES

THEL LOGICAL REDUCTION OF LIGP DATA BASES

DATA BASLES

A LOSING MOVE

MATHINE INTELLIGENCE TN FEUICAL DIAGNOSIS
MARAGEMENT INFORMATION SYSTEMS

OBJECT MARNIPULATING ROBOTS

AUTOMATIC MARKTRA GLKERATION

SYMBOL MAPPING 1N BASEBALL

THE STOCK MARKET

THE META-S5YMBOLIC SIMULATION OF MULTIPROCESS SOFTWARE
THE METAMATHEMATICS OF MLISP GR MLISP2

MINIIMAL SPANNING FORLSTS OR TREES

MOTIGN IN SCENE DESCRIPTION

A MULTILEVED GRGANIZATION

THE NOMINATION OF NOMINEES BY & NATIONAL NOWINATING COMMITTEE
NONDETERMINISTIC PROGRAMMING

MACRD PRECESSING FGR AN ON-LINE NEWSLETTER

THE ONYOGERY OF NON-INDLPCHDENT SUBPROBLEMS
OPLCRATICNAL REASCNING

LANGUAGE PARAPHRASE

OPTIMAL PROBLIM SOLVING STARCH

OPTIMIZED COLL FOR THE TRANSFER OF COMMERTS

A PACKET BAGLD APPROACH TO KEYWORK COMMUNICATION
THE PARRY SIMULATION OF PARANOIA

LINEAR LEXNICOMETRY

MEARS FOR COMIUTER MOWIES

LOW ORDERS OF RCCOGNITION PLRFORMANCE

ATV RIDPLGRTER

A THECREM PROVER PLARNING FOR PROGRESS

THE STRUCTURT OF ANV VARIETY OF COMPUTER TERMINAL
A CAT MOWITOR

A COMMOR SENSE ALGORITHM

ACQLISITION OF KNOWLLDGE

ACTIVE KNOWLULOGE

CYCLIC AND ACYLLIC ISOMERS

ADABYIVE PRODUCTIUN SYSTEMS

PRGDUCTION SYSTEMS

ADVISING PHYSICIANS

ALGEBRAIC REDUCTION

ALGOL

ALGORITHMIC ACSTHETICS

ALL-OR-NONE SOLUTIONS

AN ADAPTIVE NATURAL LANGUAGE SYSTEM

AN AGSEMBLY ROROT

AN ARICMATIC SYSTEM

ANALOGY 1N PROBLEM SOLVING
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ARALYSIS OF CONTEXT

CONTEXT

ANALYSIS OF SERTENCES
ASSIMILATION OF NEW INFORMATION
AUGMENTED TRANSITION NETWURKS
AUTOMATED DEQUCTIGN

DEDLICTIGN

ALITOMATIC CODING

ALTOMATIC COMPUTATION
AUTOMATIC PROGRAM SYNTHESGLS FROM EXAMPLE PROBLEMS
AUTOMATIC PROGRAM WRITING
AUTOMATIC PRCOF OF CORRECTNESS
AUTOMATIC THEOREM PROVING
AXICMATIC SCIMANTICS
BACKGAMMON

BEILIEF SYSTEMS

RINDINGS

BIOME DICINE

BRAIN THEORY

BUSINESS PROBLEM SOLVIKG
CARTOGRAPHY

CASE SYSTEMS

CAUSAL REASONING

CHECKIKG PRCOFS

CHESS PLAYING PROGRAMS

CIRCUIT ANGLYSIS

COGRITIVE ROBOTIC SYSTEMS
COMIAON SENSE

COMMON SENSE THEQRY FORMATION
COMPLEN WAVEFDRMS

COMPHTER ARY

COMPUTER BASED CONSULTATIONS
COMPUTER CONTROLLED MANIPULATCRS
COMPHUTER GRAPHICS

COMPUTER MUSIC

COMPUTER VISION

CONCEPTUAL DESCRIPTIONS
CONCEPTUAL INFERENCE
CONCEPTLIAL DVERLAYS

CONSTRAINT SATISFACTICON
CONSTRUCTIRG PROGRAMS FROM EXAMPLES
CONSTRUCTION GF PROGRAMS
CONTINUOUS PROCESSES
COOPERATING SOURCES OF KNOWLIDGE
COPYING LIST STRUCTURES

CURVED ORIELTS

DATA BAGLS FOR INTERACTIVE DESIGN
DECIGSION THEORY

THE DEDUCTIVE PATHFINDER
DEROTATIONAL GCMANTICS

DE#TH PERCEPTION

DERIVATION PLANS

DESIGN ALUTOMATION

DESIGN IN THE ARYS

DETECTIGN OF LIGHT SOURCES
DISELAY TERMINALS

DRAGOKN

DRIVING A CAR
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DYNAMIC BINDING

DYNAMIC PROGRAMMING
ELECTRORIC CIRCUITS
ELECTROKICS

THE ENVIRONMENT

EXPERT SYSTEMS

EXPLANATION CAPABILITIES
FABLES DR FAIRY TALES
FEATURE-DRIVEN SYSTEMS

THE FEDERAL JUDICIAL SYSTEM
FIRST ORDER LOGIC

FRAMES

FRAMES ARD TRE ENVIRONMENT
FLZZY KNOWLENGE

FUZZY PROBLEM SOLVING

A GANL MODEL

GENERAL PURPOSE MODELS
GENERATION OF NATURAL LANGUAGE
GO OR GO-MOKU

GOAL GEEKING COMPONENTS
GRAPH INTERPRLTABLE GAMES
HETERDSTATIC THEORY

HEURISTIC PROGRAMMING
HEDRISTIC TECHNIQULS

HUMAN BEHAVIOR

HUMAN MEMDRY

HIAMAN VISTON

IMPROVING PROGRAMS
INDUGTIVE ASSEHTIONS
INDUSTRIAL APPLICATION
INEXACT REPRESENTATION
INFERENCES

INFERERNTIAL QULSTION ANSWIRING
INFORMATICN PRCCESSING UNIVERSALS
INHLRITARCE OF PROPERTIES
INTELLIGENT MACHINES
INTENTIONS

INTERACTIVE PROGRAM SYNTHESIS
INTERPRETIVE SEMANTICS
INTOHATION

INVARIANCE FOR PROBLEM SDLVING
INVESTMERT ANALVGIS
ITERATIDN

KNCWLLDGE BASTED SYSTEMS
LAMBDA CAlCULUS

LANGUAGE DESIGN

LARNGUAGE PRIBITIVES

LARGE DATA BASES

THE BAY ARCA CIRCLE

THE BERKELEY DUBATE

THE DREYFUS DEBATE

THE HISTORY OF Ai

THE HUNGRY WAONKLEY

THE INSANE HCURISTIC

AXIOMS FOR GO

COMIUTER BASED CONSULTART
IMAGE INTUNSITY UNDERSTANDING
TROUBLL SHOOTING
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LARGUAGE COMPREBENSION
<STIMEILPACE > BOUNDS
PERCEPTRONS
COMPUTER NETWORKS
GRAPH MATCHING
ASSOCIATIVE <MEMORY/S>
UNIFORM PROOF PROCEDURES
PLANNLR-LIKE LANGUAGES
HILL CLIMBING
<STIMESPATE: COMPLERITY
EVALUATION FLUNCTIONS
PROGRAM VERIFICATION
FRAME THEORY
PREDICATE CALLULUS
GRAIN OF COMPUTATION
PATTERN MATCHING
RECOGKITION DEVICES
PATTERN RECOGNITION
STRUCTURLED PATTERN RECOGNITION
PATTERN DIRECTED FUNCTION INVOCATION
RESCLUTICN THEORIM PROVING
MEDICAL CONSULTATION
VISUAL COMMUNICATION
A PARTIAL EVALUATOR
THE LANGUAGE PAGCAL
PHOTOGRAMMIYRY
PICYURE RECOGNITION
VISUAL PLAKES IN THE RECOGNITION OF POLYHEDRA
PREFEHENTIAL SEMANTICS
THE GAMI: OF POKEH
PROCEDURAL EVENTS
PRICE'S TUTORIAL
PRODUCTIVITY TECHROLOGY
A REGION ANALYGIS SUBSYSTEM
REPRESERTING REAL-WORLD KNOWLENGE IN RELATIONAL PRODUCTION SYSTEMS
ROBOTICS COOPERATION AND RESQURCE LIMITED PROCESSES
USTING S-L-GRAPHS
RULE ACQUISITION CAPABILITILS
SCENE SEGMENTATION
SERIAL PATTERN ACQUISITION
THE SIX SEVEN [IGHT NINE GAME
SNARING DRAGONS
SERTENCE MEANIRG IN CONTEXT
SOFTWARE INTERRUPTS
SEVERAL GOALS SIMULTANEOUSLY
SHARE GRAMMARS
SIMULTAREQUS ACTIONS
STATE DESCRIPTION MODELS
STOCHASTIC MODELING
A STERED PAIR OF VIEWS
STORAGE REGUCYION
SYNTACTIC WMETHODS
SYNCHRONIZATION OF CONCURRENT PROCESSES
A] LECTURES
THE COMPUTERS AND THOUGHT AWARD

<MEMORY /5500 MEMORY
MEMORIES

<SWHAT2>:2 <SANYIPTECES> «$RETUPICS
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<SWHAT > = <$REVOPICS
<SWHATZ>
<SWHERE 1> 0 AT «§WORKPLACE >
IN <EWORKPLACER >
WITH SUMEX
<SWORKPLACE .- Cit)
THE GM RESCARCH LABS
THE INSTHTUTE FOR SEMANTIC AND COGNITIVE STUDIES
MASSACHUSETTS
NRL
NIH
ROCHESTER
RUTGERS
SM(:
SRJ
STARFORD
SUSSEX
WATSON RESEARCH
ILLINDIS
HAMBLIRG
EDINBURGH
<SWORKPLACE 2>« THE SUNSHINE STATE
THE US.
THE USSR
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Appendix 1I11-C-2. Al Retrieval Language Grammar: AIX15

<SENT>:= [ <585 ]
<SS <SANY PAPERSS <CAROUTTOPICS
<SARE THERE> «LARY JOURNALSS <$ABOUT TOPICS
<SARETHUHRES «$ANY PAPERS S <$ABOUT TOPICS
<SARE THERES <$ANY PAPERS> IN <SJOURNALS
<SARETHERE» <$ANY PAPERS> SINCE <$DATES
<SARETHERE> <LANY PAPERS> THAT MENTION THE <$DATES OF THE CONFERENCE >
<SARETHERL: «CANY PAPERSS WHICH <§CITEAUTHOR>
<SARETHURE: {PAPERS> <$ABOUT.TOPICS
<§ARE> <PARV JOLIRNALS> <$ABOUT.TOPIC> BUT NOT <$TOPICS»
<SARE> <LARNY PARERS> <$ABOUT TOPIC>
<SARE> <SARY.PADPERSS «$ABCUTTOPICS <$ALSOABOUT.TOPICS
<SARE> «SANY PARERS> <$TY AUTHOR>
<SARE> <$ANY PAPERS > FHOM <$ACONFERENCE>
<SARE> <tARY PARERS> FROM <$JOURNAL >
<SARE> <$ANY PAPERS> FROM «§THE CONFERENCEZS> IN THE MONTH OF <§DATE>
<SARE> <$ALTHORYS CITED BY <$ANY PAPERSS
<§ARE> <SAUTHORZS> CITED IN <SANY PAPERS »
<SARE> <$TOPICSs <§MENTIGNED> ANYWHERE
<QARE> <§TOPICS> <¢MENTIONED> IN «$APAPERS
<SARE> <§TOPICS» <GMENTIONED> IN <§JOURNALYS
<SARE» ANY <SBY ALUTHOR>
<SARE> YOU «SALWAYS> <§THISSLOW
<§DODID> <SARNY CONFERENCE?Ss «$MENTION TOPIC»
<SDOIDID> <SANY CONFERENCEZS> PUBLISH <$JOURNALTS>
<SDODID> <SANY JOURNALS:S <SMENTIONTOPICS
<§DOIDID> <SANY PAPERSS <SABCUTTOPICS <$ALSOMENTIONTOPICS
<SDOIDID> <SANY PAPERSS <SABOUTTOMICS «$MENTIONTOPICS
<SDOIDIO> <SANY PATERS> <tABOLT.TOPICS EXIST
<SDOIDID> <SANY PAPERS <$ALSO MENTIGN TOPICS
<SDOIDID> <SANY PARPERS S <S$CITE ALITHOR:
<SDODID> <SANY PARERS> «SMINTIGN TOPIC
<SDOWDI0> SARY PARPERSS <SMENTIONTOPICS RUT NOT <$TOPICSs
<SDONID> <SANY PARERS» «§THISYEARS <$CITEALTHORS
<EDONTD> <SAUTHORISS PRESENT <CAPAPERS AT <STHECONFERERCE7S>
<€DDIDI0> <§AUTHORIS > PRESENT «0A PAPER: AT <§THE CONFERERNCEZS» IN <$DATE>
<SDODID> <SAUTHORZG> PRESENT «§PAPERS> AY <§THE.CONFERENCE?S>
<&DOIDID> «§AUTHORISS PUBLISH <$A PAPERS
<SDOWID> <SAUTHORIS> WRITE <§A PAPER
<SDODID- <SAUTHORIS> WRITE <SAPAPERS <$LATELY>
<EDODIDS <SAUTHORS> WRITE <SAPAPER> <$THISYEAR>
<EDOIDID> «STHE AUTHORS» <{MENTION TOPICS
<SDODIN> «§THI JOURNAL > PUBLISH ANYTHING IN <$DATE> OR «$DATE>
<SDODIN> «STHEPAPERS <$CITE AUTHOR>
<§0ONI0> ALL GULRITS TAKE THIS LONG
<SDGDID> ANYORE PUBLISH «SABCUT TOPICS IN <§THE JOURNAL >
<SDODID> RESPONSES EVER COME FASTER
<SDOTHEY WORK: AT «SWORKPLACT S
<SDOESIDGESN'Y> <$THE PAPER> <SMENTION TOPIC,
<SNOESIDUDESH'T> «$THEPAPER> REFERENCE <$A JOURNAL»
<SNOESIDDESN' T> <§TOPICS> <$GET ME» «$MENTIONED> ANVWHERE
<SDOESDDESN'T> IT «SALWAYS> TARE THIS LONG TO ANSWER ME
<ADON'T GET ME > <$ANY PAFRERS > <SABOUT.TOPICS
<§GET.ME> «3A JOURNAL: REFERERCED <$BY AUTHOR>
<§GET ME~ <3APAPER> AFTER <$DATE>
<SGET ME> <$ARY PAPERS> <$ABOUT TOPIC>
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<SGET.MI <SANY PAPERS > <SABOUTTOPICS BUT NOT <§TORICS>

<SGETME> <SARY PAPERS S <$ABOUTTOPICS FROM <$DATE> TILL <§DATE>
<SGET.ME> <§ARNY PAPERS > <$HY.AUTHOR>

<SGETME> <{PAPERS> PRINTED IN <$STIMESRERIQD>

<$GET ME> <$QUANTITY> <$PAPERSS <$ABOUTTOPICS

<SGET ME» «4QUANTITY> MORE PLEASE

<SGET ME» EVERVTHING <SABOUTTOPIC>

<$GEY Mi> SOME REVIEWS <SAGOUT.TOPICS

<SOET MEs SOMEYHING <$ABOUTTOPICS

<SGEV.ME> SOMETHING FROM <$J0URNAL> <§ABOUTTOPICS

<SGEV ME> THE <SANDWORIAUTHOR'DATETITLE> FROM <§THE JOURNAL >

<SOET ME> THE <SANDWORIAUTHORIDATEITITLE > OF <§THE PAPER >

<SGET.ME> THE <SANDORIAUTHORIDATETITLE> OF EACH

<SGET Ml> THE MERNUS

<SHOW MARN PAPERS > <$ALSO MENTION TOPIC

<SHOW MANY PAPERS > <$MENTION.TOPICS

<GHOWMARY PARERS> «<$THIS.YEAR> <SMERNTION TOPICS

<SHOW MARY PAFERS > <tWERE> <§BY AUTHORS

<SHOW MARY PAPERS > <§WERE> <$BY AUTHOR> AND NOT <$AUTHORYS>
<SHOW MANY PARERS > <SWERES <SWRITTENIPUBLISHED> FHOM <§DATE> TO <$DATE>
<SHOW MARY PAPERS S FROM <$§DATE> THROUGH <$0ATE> <$MENTIONED.TOPICS
<SHOWMANY.PAPERS > HAVE <$AUTHOR?S> <§WRITTENIPLBLISHED> SINCE <¢DATE>
<SHOW MANY 2 ~SI0LRNALTS> «SMENTION TOPICS

<SHOW MANY > REFERENCES <3ARES GIVEN

<GISTHLRES «SACONFERERCES IN <SGEQPLACES

<SISTHERES «£A JOURNALs FROM <$DATE> OR <$DATE>

<SISTHERE: «SAPAPER> <$ABOUY TOPICS

<SIS.THERLE: ANYTHING NEW <$ABOUT TOPICS

<§1S> <$ALTHORYS> BUT HOT «GAUTHORISS CITED IN <$ANY PAPEHS»

<§15> <SAUTHORYS> CITED BY <SANY PAPERSS 1SSUED IN <$TIMEIPERIODS
<§1S> <TAUTHORYS> CITED BY <$THESE PAPERSS

<§15> <QALTHORISs CITED IN <SANY PAPERSs

<815> <SALTHORZS: CITED IN «$THF PAPER>

<51S> <8TOPICS: <SMENTIGNLDS

<8155 <§TOPICSs «SMENTIGNEDS <CLATELY >

<8IS> <ETOPICS <SMENTIGNED> ANVWHERE

<§15> <CTOPICSs <$MENTIONEDS TN <SAPAPERS

<§18> <§TOPICSS <SMENTIONED> SOMEWHERE

<$18> <TOPICSs <SMENTIONLD > SOMEWHERE <$LATCLY >

<§15> IT <SWRHTENPUBLISHID> BY <§THE AGSOCIATION FOR COMPUTATIONAL LINGUISTICS
<$15> 1T <SWRITTENIPUBLISHED> BY <§THE JOURNAL »

<§I5> THAT <SABOUTTOPICS

<$KILL>

<SOUANTITY

<SQUARTHY> PLIASE

<SWEREINTERESTLD IN> <$JOURKALTSS ATTER <$DATE>

<SWERE IWTERESTED IN> <$PAPERY S <$ABOUT TOPICS

<SWETREINTERESTED IN> «SPAPERSS <$WRITTENPUBLISHED> IN <§TIMEIPERIQDS
<SWERE INTIRESYED INS <SPAPERSS 1554ED SINCE <§DATE>

<SWE'RE INTERESTED INS <SPARPERSs SINCE <$DATE>

<SWLEREAINTERESTED IN> <STOPICS>

<SWERE> «LANY PAPERSS <4V ALTHOR>

<SWERES «LARNY PARERS > «bWRITTENPUBLISHED » <§ABOUT.TOPICS>

<SWERE> <CARY PARERS> ¢ WRITTENIPURLISHED> IN <§GECPLACE> OR IN <$GEOPLACE>
<SWERE> ANY <SWRITTENPUBLISHED> AFTER <$DATE>

<SWHAT ABOUT> <SAUTHOR?S»

<SWHAT.ARE> SOME DF THE AREAS OF <$TOPICS»

<SWHATARE> THE <SANDWORIAUTHORMDATETITLE> OF THE RECENT <$JOURNAL »
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<SWHAT ARE> THE KEY PHRASES

<SWHAT ARE> THEIR AFFILIATIONS

<§WHAT HAS> <§AUTHORZS> <SWRITTENPLUBLISHED> <SLATELY>
<SWHAT [S> <§HERHIS> AFFILIATION

<SWHAT.IS> KNOWN ABOUT EVERY ARTICLE

<SWHAT.IS> THE <3ANDIORIAUTHOR'DATEITITLE> OF <SQUANTITY >
<SWHATIS> THE <SANDIORIAUTHORIDATEITITLES OF <§THE PAPER>
<SWHAT.IS> THE <SANDORAUTHORIDATETITLE> OF THAT PIECE
<SWHATIS> THE SIZ2E OF THE DATA BANK

<SWHENWAS: <SHUMANPROBLIISOLVING> <$WRITTENIPUBLISHED>
<SWHENWAS> «$THE PARERS <SWRITTEN'PUBLISHED >

<SWHENWASS «$TOPICSs <¢MENTIONEDS

<SWHENWASS 1T <SWRITTENIPURBLISHED>

<SWHENWAS> THE LAST PAPER <$HOY AUTHOR> <SWRITTENIPLBLISHED>
<SWHERE IS «$TOPICSS <SMENTIONEDS

<SWHICH AUTHORS > WORK AT «SGEGPLACES OR AT <§CEQPLACE>
<SWHICHAUTHORS » WORK AT <SWORKPLACE> OR AT <SWORKPLACE>
<SWHICHAUTHORS > WORK WITH <SWORKPLACE> OR AT <$GEOPLACE>
<SWHICHOF THESES «3ABOUTTOPICs <SALSO MENTION TOPICS
<SWHICHOF THISE s «§ABOUTTONC S <§MENTIONTCRICS
<SWHICHOPTHESE S <¢ABDUT TOPIC> <$WERE> <SWRITTENPUBLISHED> <§LATELY>
<SWHICHOE HHESES «$ARES <GUHY AUTHORS

<SWHICHOF THESES «40Y AUTHOR> <$ARE> REFERERCED

<SWHICHOF THESE S «4CITE AUTHORS

<SWHICHQOF YElFSE» «SCONTAINED > <STHE PARPER> <$BY.AUTHOR>
<SWHICHOF THESE S «SCONTAINED> <STOPICS»>

<SWHICHOF THESES «{MENTIONTOPICS

<BWHICHOF THESES «¢MENTIONED TOPICS

<SWHICHOF THESE S «$WERES <$BY AUTHOR>

<SWHICHQOF THESE > «3WERES <iBY AUTHOR> SINCE LAST YEAR
<SWHICHOV THESE > <EWERES <SWRITTENIPUBLISHED> AT <SWORKPLACE> OR AT <§WORKPLACE>
<SWHICHOP THESES APPEARED «<SLATELY> IN <STHE JOURKAL >
<SWHICHQF THESE s CITES <§AUTHORYS >

<SWHRICHOF THESE:» MENTIONS <5TOPICS

<SWHICHOF THESES REFER TO THESE

<SWHICHQF THESE WNS <$BY AUTHOR>

CAN T HAVE <$THESE PAPERSs LISTED

CAN YOU HELP ME

CHOOSE AMONG - $J0LRNAL TS, BEFGRE <§$DATE>

DURING WHAT MONTHS «SWERES THEY <$WRITTENWPLBLISHED>
GENERATE A COPY OF THOSE

HAS <SAUTHORYS:» <3WRITTENIPURLISHED > <SANY.PAPERS> <$THIS.YEAR>
HAS <$AUTHOR?S> «$WRITTENPLUBLISHED> ANYTHING <$LATELY>
HAS <SAUTHOR?S BEEN REFERENCED TN <SARY PAPERSS

HASW'T <SAPAPER> <SABOUTIOPICS BEEN RELEAGED

HASN'T <STOPICS> BEEN CONSIDERED IN <§JOURNAL>

HAVE <SARY PAPLRSS «$BY ALITHOR> APPEARED

HAVE <SARY PARCRSS APPEARED <$ABOUT TOPICS

RAVE <SAUTHDR? G « SWRITTENPUBLISHED> <$THISYEAR>

HANVERN'T YOU FINIGHED

HELP

HOW #1615 THE DATA BASE

HOW CAN I USE THE SYSTEM EFFICIENTLY

HOW LONG -SDOESITVTAKES

I'D LIKE TO KNOW THE <SANDORAUTHORIDATETITLES OF <$THE PAPER>
LIST <SCGUANTITY > HUNDRED

LIST BETWEEN <SOUANTITY> AND <$GQUANTITY> OF THEM

LIST THE <SPAPERS» <$BY AUTHOR>
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NO MORE PLEAST

NO THANKS

OK

PLEASE FIELP ME

PLEAGE LIST <§THE AUTHORSS

PLEAGSE MAKE ME A FILL OF THOSE

PRINT <SQUANTITY

PRODUCE A COPY OF <3QUANTITY > <$PARPERSS

SELLCT FROM <$PAPERSs <tABDUTTOPICS

SHOW ME <SQUARTITY >

SHOW ME ITS <SANDIORMUTHORIDATETITLE
SUBSELECT TROM <$TOPICS»

SURE THAKKS

TELL ME <§WHAT TO DD>

TELL ME THE <SANDWORINUTHORIDATEITITLE > OF <$QUANTITY >
THARK YOI <WLH DONE

TRANSMIT <EOUANTITY >

WHAT <8AGOUT TOPIC

WHAT <§CANTDOS> TO SPEED VO UP

WHAT <SDO1HAVETON0S

WHAT <8155 ITS <SARDWVRAUTHORIDATEITITLE

WHAT <SIOURNALYS S DURING <§DATE> ARD <$DATES <§MENTIONTOMIC >
WHAT <EPAPERS S «fMENTIGN TOPIC

WUHAT <CSORT OF SUMMARY -~ 15 AVAILAGLE

WHAT ADRDRESS IG GIVER TOR «$THE ATHORS

WHAT ADDRESSES AR GIVEN TOR «$THE AUTHORS»
WHAT CAN <STHE SYSTEM DO

WHAT CONFERERNCE WAS AT <$WORKPLAGCE> OR AT <§GEOPLACE>
WHAT CONTERERCT WAS AT <SWORKPLACES OR AT <$WORKPLACE>
WHAT FACTS «SARES STORED

WHAT KLV WORD RELATES 7O <$TOPICSs

WHAT KEY WORDS SHOULD T USE FOR <$TOPICS»

WHAT KIND OQF MURUS <SARETHERE S

WHAT KINDS OF SUBJECTS «$ARE> STORED

WHAT MUST T ASK

WHAT SHOULD | ASK

WHAT SHOLILD T SAY

WHAT SORTS OF <$TOPICSs «CARE> <SMENTIONED>
WHAT SUBJECT CAN T REQUEST

WHAT TOPIC MEKI CAN T CHOOSE

WHAT TOPICS «$ARE> RELATED 10 <$TOPICSs

WHAT TYPES OF <GRETRIEVAL CANHEARSAY DO>

WHEN WILL YOU HANE THE ALSWER

WHERE <3ARE: ~GTOPICS s <MK TIGNEDS

WHERE <5DO THEY WO

WHERE DID «§THE PAPER~ APPEAR

WHICH <$AJ TERTS <SCONTAINEDs «<$TOPICSs

WHICH AUTHORS <$MENTION.TOPICS

WHICH CONFERENTES WERE AT <§REOPLACE> OR AT <$GEGPLAGE>
WHICH IS <$QUARTITY>

WHICH NOTES <§ABOUT.TOPICS <§ALSO MENTION TCPICS
WHICH ONES

WHICH SORT OF «$REYRIEVAL KEYS> CAN I SEEK
WHICH TITLES <§MENTIONTOPICS

WHICH WAS THE LAST ARTIGLE <$BY AUTHOR>

WHO

WHO BAS <SWRITTENPUBLISHED> <$AROUT TOPICS
WHOD WAS QUOTED IN <§THE PAPER>
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WHO WAS THE ALITHOR

WHO WERE «$THE AUTHORS > OF <§THE PAPERS

WHO WROTE <$PAPERS> «$ABOUT TOPIC> <$THIS.YEARS
WHO WROTE IT

WHY IS THE SYSTEM <STHISSLOW>

WOULD YOU LIST <LQUANTITY >

WRITE A FILE OF THOSE

YES PLEASE

92

AIX15



<$RETRIEVALCANBEARSAY DO> . <§RETRIEVALCANKHEARSAY > DO
<SDOESITTAKE> « DOES IT TAKE
<SDATES UF THE CONFERENCE > DATES OF <§THE CONFERENCEZS>
<¢WHAT.TODO>:» WHAT TO DO
<SCANIDO>:~ CAN 1 DO
<STHESYSTEMODO> = THE SYSTEM O
<$DOITHAVETODO>.= DO [ HAVE TO DO
<§THEAUTHORS »: » THE AUTHORS
ANY AUTHORS

<GKILL=:= «CEASE PRINTING>
PLEASE <CEASE PRINTINGs
<CEASEPRINTING> PLEASE
<CEASEPRINTING>:= <CEASE> <PRINTING>
<CEASE> = CEASE
S5TOP
TERMINATE
FINISH
QuiT
KILL THE
<PRINTING>:» PRINTING
LISTING
TRANSMITTING



<EHOW MARY == HOW MANY
<SHOW MARY PAPERS >+ HOW MANY <$PAPERS»
HOW MANY OF THESE
<SARETHENE . <ARENWERE> THERE
<$DOIDID> YOU HAVE
<¢DOIDID> YOU HAPPEN TO HAVE
<ARE'WERE>:« <§ARE>
<SWIRE-
<$WERE> + WERE
WEREN'T
WERE NOT
<$DOIDIDs> = DO
DON'T
DID
DION'T
<$DOESINDESN T > == DOES
DOESNW'T

<SGET MEs - «GETIGIVES ME
<GETIGIVES
TRY TO GET
TRY TO GET ME
COULD YOU —ETRIEVE
<MW <DEMANDAVANT
<HWE> <DEMANDWANT> TO <SEEGET >
<I'D'WLE'D> LIKE TO <SEEIGEY >

<BETIGIVE>:= GET
GIVE
<> v ]
WE
<DEMANDWANT >« DEMAND
DESIRE
WISH
WANT
<I'DWEDs - I'D
WL
<SEEIGET> m SEE
GEY

<SDONT GEY ME> « DON'T <GLET MES

<SWHERE 155« WHERE 15
<§IS>:+ IS

ISW'T

WAS

WASN'T
<$ARE >+ ARE

AR(; NOT

AREN'Y
<SISTHEHE >« «§i5> THERE
<SHERM S > = HER

HIS
<SWHAT HAS> = WHAT <HAGSIIAVES
<HASIHANVE >« HAS

HAVE
<SWHENWAG>: = WHEN WAS

WHEN WERE
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http://SIS.THr.RE:

<GDO.THEY WORKS. « <DO THEY > WOURK
<DO.THEY > = <§DOIDID> THEY
<$DOESIDOESN'T> «HEISHE
<HEISHE S« BE
SHE

<SWE'RE INTERESVED iN» o <SWE'RE> <INTERESTEDIN>
<SWE'RES OHLY <INTERESTED IN>
THE AREA <tWE'RE> <INTERESTED IN> IS
THE ONLY AREA <(WE'RE» <INTERESTEDIN> IS
<LET'S> <RESTRICT> <OURSELVES> TO
<SWE'REw = WE'RE
WE'VE BEEN
WE HAVE BEEN
<I'M~
<I'M» = I'N
I AM
<INTERESTED IN>= INTERISTED IN
<LET'S> » LET'S
LET <USIME:-
<USIME s U
ME
<RESYRICT >« REGTRICY
CONFINE
LIMIT
<OURSELVESs« QURSELVES
OUR ATTENTION
MYSELF

<$WHAT AROUT>. « WHAT ABOUT
<SWHAT ARE >+ WHAT AR
<$WHAT [S> « WHAT 15

WHAT'S
<SWHICH ALUTHORS » + WIKICH AUTHORS
<SWHICHOF THESE .+ WIHICH OF <THESETHE M

WHICH PAPER

WHICH <$PAPCRS

WHICH <$JOURNAL »

WHICH <$JOURNAL7S»
<THESENHE M= THESE

THEM



<SWORKPLACE>. » CMI}
NiH
NR{,
RUTGERS
SMC
SRI
STANFORD
SUMEX
THE GM RESCARCH LABS

THE IRSTITUTE FOR SEMANTIC AND COGNITIVE STUDIES

WATSON RESEARCH
<$GECPLACY > « EDINBLIRGH

HANMBLIRG

ILLINGIS

MASSACHISETTS

ROCHESTER

SUSSEX

THE: SUNSHINE STATE

THE LS.

THE USSR

<SLATELV> = LATELY
RECENTLY
IN RECENT TIMES
<SWRITTENIPUBLISHED> « WRITTEN
PUBLISHED
PRODUCED
<$ALWAYS::= ALWAYS
REGULARLY
USUALLY
<fTHIS SLOW > = «THISIS0> SLOW
<THIS'SO>:.c THIS
S0
<$CONTAINED> = CONTAINED
CONYAINS

<§SORT.OF SUMMARY ».= SORT GF SUMMARY

SORTS OF SUMMARIES
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<SALGOCITE AUTHORS = ALSD <40ITE AUTHOR>
<SCITE AUTHOR: <INADDITIONS
<QCITEAUTHOR> .~ <CITE » <§AUTHOR/G»
REFER TQ <§PAPERS> BY <$ALTHORYS>
<CITE> = CITE
QUOTE
REFERENCE
DISCUsS

<INADDITION> = IN ADDITION
ALSO
SIMULTARNEOUSLY

<CALSO BY AUTHOR» = ALSO «§0Y AUTHOR>
<SBY AUTHOR> <INADDITIONS
<SBY AUTHOR: = <WRITTENBY> <§AUTHORZS>
<WRITTENBY> = BY
WRITTEN BY
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<SDATE'>::= <VEARZ»
<MONTH> <YEAR:
<MONTH> OF <YEAR>
<MONTH> OF <§THISYEAR>
<MONTH»
<YEAR» .« <CENTLRY> <SNUMBER1I-99:
<CENTURY> RUNDRED <§NUUMBLER]-99>
<CENTURY> HUNDRED
<CENTURY >« NINETEEN
EIGHTEEN
SEVENTEEN
SIXTEEN
<MONTH~: = JAKUARY
FEGIRUARY
MARCH
APRIL
MAY
JUNE
JULY
ALIGUST
SEPTEMBER
OCTORERN
NOVEMEER
DECEMBER
STIMEPERTOD> = <$QUARTITY > <DAYSIMONTHSIVEARS>
<DAYSIMONTHSIVEARS > « MONTHS
i DAYS
YEARS

<§THIS YEAR>:= THIS YEAR
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<$QUANTITY> = THE < AST > <§NUMBERI-99>

THE <LATEST > <§NUMBER1-99>
THE <LATEST. >
<$NUMBER1-99>
UP TO <«SNUMBERi-59>
<LAST » .« LAST
NEXT
FIRST
<LATEST > - EARLIEST
LATEST
NEWEST
OLDEST
MOST RECENT

i <« NUMBERS = <SNUMBERI-89:
; < HIINDREDS> <$NUMBER1-99:
v < HONDREDS> e < DIGITS> HUNDRED
; A HUNDRED
<SNUMBER1-98> « < NUMHERZ>

< TEENS>

< DIGITS>
< NUMBERZ>: = <« TENS>

< TENS> < DIGITS»
< TEENS> :» NINEYEEN

TEN

ELEVEN

TWIELVE

THIRTEEN

FOURTEEN

FIFTEEN

SIXTEEN

SEVENTEEN

FEIGHTEEN
< TENS> .« TWENTY

THIRTY

FORTY

FIFTY

SIXTY

SEVENTY

EiGHTY

NINETY
< DIGITS> = ONE

TwOo

THREE

FCLUR

FIVE

SiX

SEVEN

EIGHT

NINE
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<SANDIDRIAUTHORIDATEVITLE S = ALTHORS
DATES
PUBLISHERS
TITLES
<AUTHORIDATEITITLES
<AUTHORIDATETITLES> <ANDIOR 3> <AUTHORIDATETITLE>
<AUTHORIDATETITLE> = AUTHOR
DATE
PUBLISHER
TiTLE
<ANDIOR 3>:= AND
ORr

[y



<$ALSO ABOUT TOPICS « <INADDITIONs <$AROUTTOPICS
<SABOUYTOPICS <INADDITIONS
WHICH <INADDITIONs <§MENTIONTOPICS
WHICH <MENTICN TOPICZWHICHs <INADDITIONS
<$ABOUTTOPIC> = <ALOUT > «$TOPICSS
<WHICHITHAT, <MENTION TOPIC/WHICHS

<WHICHTHAT> s WHICH
THAT

<$ALSO MERTIONTOPIC> o <INADDITION> <§MENTIONTOPIC»
<SMENTIONTOPICS <INADDITIONS

<SMENTION TOMICs = <MENTICN TOPICZWHICHS
<SABOUTTOPIC: <§ARETHIRE:

<MENTIGNTOPICZWHICHS « <MENTIGN > <$TOPICSs
<SARETHERE Y «£ABOUTTORICS
<AREHAVE BEEN> «$ABOUT.TOPICS

<ABOUT >-» ABOUT
<MENTIONING >
ON
<MENTIGN > » CONCERN
CONSIDER
CONTAIN THE <PHRASEZSIWORDYS >
DESCRIGE
DISCUSS
DISCUSSES
MENTION
REFIR TO
RELATE TO
<MEWTIGNING > - CONCERNING
DISCUSSING
MENTIGNING
REGARDING
REFEHRING TO
<PHRAGEZGWORDYS » = <PHRASEIWORD>
<PHRASESWORDSG >
<PHRASEWORD> = PHRASE
WORD
<PHRASESNYORDSS -« PHRASES
WORDS

<AREIHAVE BEENS « ARL
HAVE BEEN

<SMENTICNEDTOPICS » <SMERNTIONID:> <§TOPICS»
<SMENTIONED > o <§MINTIONEDIDISCUSSEDS
HAVE <SMENTIONEDIDISCUSSE D>
LAST <§MENTIONIDIDISCUSSE DS
WRITTEN UP
<SMENTIGNEDIISCUSSED> = MENTIONED
CONCERNED
DISCUSSED
REFLRRED TO
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<GANY PAPERG» = «ANYTAAINYISOME > <$PAPERS>
<ARNYIMARY'SOME > QF <THESE'THOSES
<ARYIMANYISOME > OF <THESE'THOSEITHE> <$PAPERS»
<§APAPER> « A <PAPERIGS
A <ADJRPAPERIC> <PAPERS
AN <PAPERIV>
AN <ADJAPAPERIV > «PAPER
<SACONFERENCE <PAPER>
ANOCTHER <PAPER>»
ANOTHER <ADJURPAPER> <PAPER>
<PAPER> » <PAPERIGS
<PAPERIV >
<PAPERZ > = BOOK
PAPER
RLPORT
STORY
<PAPERV .« ARSTRACT
ARTICLE
SUMMARY
SURVEY

<ADJEPAPER> » <ADIGPAPERZCS
<ADJGPAPERAV S

<ADJePAPERICS> = TECHNICAL
COMPUTING SURVEY
<RECENTICHIRREKRT>
<RECENTICUHRRERT> <ADJRJOURNAL>

; <ADIn JOLIRKAL7C

; <AD I JOLIRKAL 70> <JOURNAL
<REGENTICURRLENT > <SJOURNALS
<JOURNALZ(>
<NAMEHJOLIRNALTC »
<RECENTICURRENT > <ADJ#JOURNAL> <JOURNAL>

<ADJRPAPERIV. « <ADJR JOURNALTV >
<ADIRJOURKNAL TV > <JOURNAL>
<NAMI{ 3 JOLRRALYV >
<$A1 JOURNAL »

<§THE PAPER> = «THISITHATITHE> <PAPER>
<THISITHATITHE > <ADJRPAPER> <PAPER»

<STHESEPAPERS >« «THESEIWHOSE> <§PAPERS>

<§PAPERSH « <PAPERSS

<PAPERS> ON Al

<ADJEPAPER> <PAPERS»

<PAPERS> TN THI STGART NEWSLETTER
; <SJOURNALYS> «SABOUT.TOPICS
<PAPERS.. « ARSTRACTS

ARTICLES

BOOKS

PAPLRS

RCPORTS

STORIES

SUMMARIES

SURVEYS

<THISITHATITHE >+ THIS
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THAT

THE
<THESENHOSE > = THLSE

THOSE
<THESEITHOSETHL S = THE

THESE

THOSE
<ANYIMARNYISOME S = ANY

MARY

SOME
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<SANY JOLRRALS:. « ARY 2§ I0LRNAL7S.

ANY <RECENTCURRENT> <SJOURNALS>

<SA JOURNAL = « A <JOURNALTC>

A < JOURNAL 7G> <OF THE ADJ-CONFERENCE >

A <NAMER JGURNALYC >

A <ADIRJOLRNALTCS <JOLURNAL -

A <ADJRJOLRNAL YD > <CONFERENCE » <JOURNAL>
AN <JOURKAL7ZV >

AN < JOURRALTV > <OF THE ADJ-CONFERERCE >

AN <NAM[ 5 [QLIRNAL7ZV >

AN cADIRJOLIRNAL V> < JOURNAL >

AN <ADIG JOLIRNALZV > <CONFERERCE > <JOURNALS

<SJOLRNAL v < IOURNALS

<SNAMEG JOLIRNAL »

<JOURNAL» = < JOURNALYC>

<JOLIRNALTV >

<JOURNAL 7C> = JOURNAL

PROCELOING
PROCIADINGS
SUMMARY
TRANSACTICN

<JOURNAL?V »>:= ISSUE

<ENAMEGJOLIRNAL . = <HAMESIOURNALTCS

<NAMEG JOLIRNALYV >

<NAMIEA JGLIRNAL 7O« CAUM

<SCOGNITIVE PSYCHOLOGY >
COMPUTING SURVEYS
SURKOTES

SIGART NEWSLLTHER
COMPUTING REVIYWS

<NAMESJOURNAL TV > = ARPA SURKOTES

<SINFORMATION AND CONTROL >

<ADJRJOURNAL S = <ADJRJOURNALTV >

<ADJRJOURNALTC

<ADJFJOURNALYV > = Al

LJGAl
ALM
ACL
IEEL
IFIP

<§THE JOURNAL: - THE <$JOURNAL?S>

THE <SNAKE G JOLRNAL »

THE <ADJRJOURKALS <§JOLIRNALYS»

THE <ADJRJOURNAL> <CONFERERNCE> <SJOURNALZS=
THE <$JOURNAL7S: <OF THEADJ-GONFERERCE >
<SJOLRNALTS > <OF THEADJ-CONFERENCE>

<GJOURNAL 7S =+ «JOLURNALYS

<RECENTICURRENT > <JOLURNALX>

<JOURNALX> v < JOURNAL

<$JOURNALS >

<SJOURNALS> = <JOURNALSZV >

<JOURNALSY (>

<JOURNALSYC>: = JOURNALS

COMMIINICATIONS
PROCEEDINGS



TRARSACTIONS
VOLUMES
<JOURNALS?V - ISSUES

<OF THEADJ-CONFERENCES + OF THE <ADJ: JOLURNAL »
OF THE <ADJAJOURNAL> <CONFERENCE.>
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<§ACONTERENCL .+ AN <ADJRCONFERENCEYV > «CONFERENCE >
ANOTHER <ADJrCONFERINCE> <CONFERERCE. >
A <REGENT ADJCONFERINCES
<RECENT ADJCONFERERCEs + <RECENT/CURRENT> <ADJaCONFERENCE> <CONFERENCE.>
<RECENTICURRENT> <CONFERERGE >
i NEXT LIRE SHQULD BE <ADJECONFERENCEYG> <CONFERENCE>
<CONFERENCE >
<ADJRCONFERENCE s+ <ADJIRCONFERENCEZV >
<ADJRCONFERENCEYV > = Al
1JCA]
ACM
IEEE
IFip
<CONFERENCE »:= CONFEREKCE
CONVENTION
MEETING
SEGSION
<CONFERENCES > = CONFERENCES
CONVENTIONS
MEETINGS
SESHIONS
<RECENT!CURRENT »::= RECENT
CURRENWT
NEW

<SANY CONFERENCEYS> = ANY <RECENTADICONFERENCEYS>

<RECENT ADJCONFERERCE 28 « «RECENTICURRENT> <ADJRCONFERENCE> <CONFERENCEZS>
<RECENTICURRERT> <CONFERENCEZS»
<NADIRCONFERENCE: <CONFERERCE?S>

<CONFERENCERS >+ <CONFERENCE >
<CONFERENCES >

<§THE CONFERENCEZS> = THE <RECENT ADJCONFERENCE?S>

TJGA]
IFIP
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<STRFORMATION AND CONTROL » -+ INFORMATION AND CONTROL

«<$COGNITIVE PSYCHOLOGY > = COBKITIVE PSYCHOLOGY

<§A1 JOURNAL=:+ A JOLIRNAL

<SALTEXT> » A} TEXT

<§THE AGSCCIATIENFOR COMPUTATIONAL LINGUISTICS> - THE ASSCCIATION FOR COMPUTATIONAL LINGUISTICS
<SRETRIEVALCAN HEARSAY > = RETRIEVAL CAN HECARSAY

<$HUMANPROBLIASQLYVING > = HUMAN PROBLEM SOLVING

<$RETRIEVALKEYS>: = RETRIEVAL KEYS

.
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<SAUTHORYS» = <ALTHOR>

<AUTHOR> <ANDWOR 1> <AUTHOR»
<ARDIOR 1>:5 AND

OR

<AUTHOR>..~ ALLEN COLLINS
ALLEN NEWELL
ANN RUBIN
ANTHONY MARTELL]
AZRIEL ROSENFELD
BERNARD MELTZER
BERT RAPHALL
BILL WQ0DS
BONNIE NASH-WEBRBER
BRUCE BUCHANAN
CARL HEWITT
CHRISTOPHER RIESBECK
CHUCK RIEGER
DANNY BOEROW
DAVE RUMELHART
DAVID MARR
DAVID MICHIE
DICK SELTZER
DONALD NORMAN
DOLG LEWAT
DREW MUDERMOTT
DREYFUS
EARL HUNT
EAR(L SACERDOTI
ED FEIGENBALIM
ED RISEMAN
ELLIGT SOLOWAY
ERIK SANDEWALL
ELUGERE CHARNIAK
FEIGENBALM
FELOMAN
GARY HENDRIX
GLORGE ERNST
GIPS
HANS BCRUINER
HARRY QBARKOW
HERE: SIMON
HEREERT BLOCK
HILARY PUTNAI
HOLLARD
HUGH NAGEL
IRV SDHEL
ISSAC ASIMOV
JACK TTRKEER
JACK MOSTOW
JAWES SLAGLE
JEAN SAMNEY
JEFEHEY Ll Mt
JERRY FPLIDKMAN
JOHN GASCHNIG
JOHN HOLLARD
JOHN MCCARTHY
JOHN NEWCOMER
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e

[ U

¥
A

.
.

JOSEPH W LSERBALM
JUDEA PEARL

KARL PINGLE
KEITH PRICE

KEN COLhY

KEN BALSTON
KING SUNG FU
LAURENT SIKLOSSY
LEE ERMAN
LEONARD LIHR

LES EARNEST
LINDA MASINTER
MADCLINE 3ATES
MARVIN MINGKY
MARY NEWRORN
MARY SHAW
MICHALL ARGID
MIKE RYCRENER
MINSKY

MITCHELL NEWEY
NEWTL

NILS NILSSON
NILGGON

NCRI SUZUKI
PANEL A MCCORDUCK
PAT WINSTON
PERRY THURNDVKE
PETER K{GEL

RAJ REDDY

RANAN DANER)]
RAYMOND SPROULL
REDDY

RICH FIKES

RICH GMITH
RICHARD MICHALSKI
RICHARD WALDINGER
RICK HAYES-ROTH
ROBIRT RLITER
ROGER SCHANK
REON OHEARDIR
ROSERFELD

SCOTT FAH{ MAN
SEYMOUR PAPERT
STMON

STEVE COLLS
STEVE RELD
STEVT ZUCKER
TEO SHORTLIFFE
TERRY WINOGRAD
THOMAS MARGLAND
THOMAS SYKES
Uil

VIC LESSER
WALLY RHOMBERG
wouns

WCODY BILEDSDE
YORICK WILKS
ZOHAR MANNA
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<STOPICSH: » ~ANDORTOPICSS
WINOUGRAD'S ARTICLE
<ARDIORITOPICS~> = «TOPIC»
<TOPIC> <ANDIWOR 2> <TOPIC>
<ANDIOR 25« AND
OR
<TOPIC~.~ A CATl MONITOR
A COMMON SENSE ALGOR]THM
A GANE MODEL
A LOSING MOVE
A MULTILEVEL CRGANFZATION
A PACKET BASED APPRDACH TO NETWORK COMMUNICATION
A PARTIAL EVALUATOR
A PROGRAM SYNTHESIZER FOR NETWORK PROTOCOLS
A PROGRAMIMING APPRENTICE
A PROOF CHECKER FOR PROTOCOL TERMINATION EXPREGSIONS
A RADNG INTERVILW ON SCIERCE FICTION
A REGION ANALYGES SUBSYSTEM
A STERED PATR OF VIEWS
A TASK ORIENTED DIALOGUE
A THAUMATLIRGIGT
A THEOREM PROVER PLARNING FOR PROGRESS
A TIWE DOMATH ANALVZLR
A TUTOR QF TUTQRING ON TV
ATV REPGRTER
ABSTRACTIGN
ACQUISITION OF KNOWLEDGE
ACTIVE KNOWILIDGE
ACNCLIC TSOMERY
ADAPYATION
ADARTIVE PRODUCTION SYSTEMS
ADVISING PHYSICIANS
Al
Al LECTURES
ALGEBRAIC REDLICTION
ALGOL
ALGORITHMIC ALGTHETICS
ALL-OR- NONE SOLUTIONS
AN ADADTIVE NATURAL LANGUAGE SYSTEM
AN AGGERMBLY ROBOT
AN AKICMATIC SYSTEM
ARELOGY 1N PRI SOLVIRG
ANALYSIS OF CONTEXT
ANALYGIS OF SENTENCES
ARTIFICIAL INTELLIGENCE
ASSIMILATION OF NEW INFORMATION
AGSGCIATIVE MEMORIES
ASSGCIATIVE MEMDRY
AUGHMERTED TRARZITION NETWORKS
AUTOMATED DEDUCTION
AUTOMATIC CODING
ALTOMATIC COMPUTATION
ALUTOMATIC MARNTRA GENERATION
ALITOMATIC PROGRAM SYNTHESIS FROM EXAMPLE PROBLEMS
AUTOMATIC PROGRAM WRITING
AUTOMATIC PROGRAMMING
ALTOMATIC PRCOT GF CORRECTNLSS
ALUTOMATIC THEOREM PROVING
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AUTOMATION

AXTOMATIC SLMARTICS

AX]OMS FOR GO

BACKGANMMOR

SLLIEF SVYSTEMS

BINDINGS

SIGMEDBTCING

BRAIN THEDRY

BUSINESS PROBLLM SOLVING
“ARTOGRAPHY

SASE SYETERAS

CALSAL REASONING

SEFD ASSEIBLY THEOQRY
CHECKING PROOFS

CHESS

CHESS PLAYING PROGRAMS
CIRCINT ANRLVSIS

COGRITION

COGNITIVE ROBOTIC SYSTEMS
COGNITIVE SCIENCE

COMNON SEISE

COMMON SENSE THIORY FORMATION
COMPLEX WAVEFDRIMS
COMPUTATIONAL LINGUISTICS
COMPUTER ART

COMPLTER BASTD CONSULTANY
COMPUTER RAGTD CONSULTATIONS
COMPUTER CONTROLLED MARIPULATORS
COMPUTER GRAPHICS

COMPUTER MUSIC

COMPLUTER NEYWGRKS

COMPUTER VISION

CONCEPTLUAL DESCRIPTIONS
CANCEPTUAL INFTRINCE
CONCERTLAL OVIERLAYS
CONSTYRAINT SATISTACTICN
CONSTRUCYING PROGRAMS FROM EXAMPLIG
CONSYRUCTION OF PROGRAMS
CONVEXT

CORTINUOUS PROCUSSES

CONTROL

COOPLRATING SOURGES OF KNOWILLDGE
COPYING LIST STRUCTURES
CURNVED LGS

CYBERNETICS

CYCerIe

[ATA BASES

DATA BASTS FOR INTFRACTIVE DESIGN
DATA STRUCTURES

CECISION THEORY

CEDUCTION

CEDUCTIVE RETRIEVAL
CLNOTATIONAL SEMANTICS

CEPTH PLRECEPTION

CERIVATION PLANG

CESIGN

CESIGN AUTOMATION

CESIGN TN THE ARTS
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DETECTICGN GF LIGHT SOURGCES
DISELAY TERMINALS

BRAGON

DRIVING A CAR

DYNAMIC BINDING

DVINARIC CLUSTERING

DYNAMIC PROGRAMMING
ELICTRONIC CIRCUITS
ELECTRONICS

ENGLIGH

EVALUATION FUNCTIONS

EXPERT SYGTEMS

EXPLARNATION CAPARILITICS
FARLES OR FAIRY TALLS

FEATURE- DRIVEN SYS5TEMS

FIRGT ORDER LOGIC

FORMAL SEMANTYICS

FRARME THEORY

FRAMES

FRAMES AND THE ENVIRONMENT
FUZIY KNOWLEDGE

FUZZY PROBIEM SDLVING

GANE OF POKER

GAME PLAYING

GENERAL PURPDSE MODELS
GENERATION OF NATURAL LANGUAGE
GEOMETRIC MODELING

GO OR GO-MOEU

GOAL SECRING COMPONENTS
GRAIN OF COMPLTATION
GRAMMATICAL INFERENCE

GRAPH INTERPRETABLE GAMES
GRAPH MATCHING

HEARSAY

HETEROSTATIC THEORY

HEURISTIC PROGRAMMING
HEURISTIC TECHNIGUES

HILL CLIMBING

HUMAN BEHAVIOR

HUKMAN MITHORY

HUNAN VISION

HYPOTHEGIS FORMATION

TMAGE THTENSITY UNDERGTANDING
IMPROVING PROGRAMS
INDUCTIVE AGSTRTIONS
INDUSTRIAL APPLICATION
IREXACT REPRESERTATION
INFERERCE

INFEREWCES

INFERERTIAL QUESTION ANSWIRING
INFORMATION PRGCESSING UNIVERSALS
INHEHITAKCE OF PROPERTIES
INTELLIGENT MACHINES
INTENTIONS

INTERAUYIVE DESIGN
INTERACTIVE KNOWILIDGE SYSTEMS
INTERACTIVE PROGRAM SYNTHESIS
INTERBRLETIVE SEMANTICS
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INTORATION

TRVARTARNCE FOR PROBLEM SDLVING
INVARIARCES IN THE PERCEPTION OF FACES
INVESYMENT ARALYSIS

ITERATICN

KNOWLEDGE BASE[D SYSTEMS

KNOWLEDGE SYSTEMS

LAKMBDA CALGLLUS

LANGUAGE COMPREHENSION

LANGUAGE DESIGN

LANGUAGE PARAPHRASE

LANGUAGE PASCAL

LARNGUAGE PRIMITIVES

LANGUAGE LINDERSTANDING

LARGE BATA BAGES

LEARNING

LINEAR LEXICOMETRY

LOWY ORDERS OF RECOGRITION PERFORMANCE
MACHING INTELLIGENCE IN MEDICAL DIAGNOSIS
MACRD PROCESSING FOR AN ON-LINE NEWSLETTER
MARAGEMERN [ INFORMATION SYSTEMS
MEANS FOR COMPLTER MOVIES

MEDTCAL CONGULTATION

MINIAL SPANNING FORESTS OR TREES
MOTION [N SCUNE DESCRIFTION

NEDRAL NETWGRKS

NEWSLLTVER REPORTERS
NORDETERMINIGTIC PROGRAMMING

OBJECT LOCATIONS AND MOVEMENTS IN NATURAL IMAGES
OBJECT MARIPLLATING ROBOTS
ORLRATIONAL REASGNING

OPTIMAL PROBLIM SOLVIRG SEARCH
OPTIMIZED CORL FOR THE TRANSFER OF COMMENTS
PAPERS BY BILL WOODS

PARALEELIGH 1N PROBLEM SOLVING

PARTIAL EVALUATOR

PATTCRN DIRECTED FUNGTION INVOCATION
PATTERN MATCHING

PATTURN RECOGNITION

PLRCEPTROKS

PHOTOGRAMMEY RY

PICTURE RECOGRKITION

PLANER-LIKE LANGUAGES

PREDICATE CALCULUS

PREFERENTINL SEMANTICS

PRICE'S TUTORIAL

PROBLEM SOLVING

PROCEDLIRAL CVERTS

PRODUCTIGN SYSTEMS

PRODUCTIVITY TECHNOLOGY

PRGGRAM VERIFICATION

PSYCHOLOGY

RECOQLNITION DEVICES

REPRESINTING REAL-WORLD KNOWLEDGE IN RCLATIONAL PRODUCTION SYSTEMS
RESOLUTIGN THEQORLM PROVING

RESOUREE LIMITED PROCESSLS

RETRIEVAL

ROBOTICS COOPERATION
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RULE ACQUISITION CAPABRILITIES
SCENE SEGMENTATION

SEMARTIC NLTS

A SEMANTIC HETWORK

SEMNANTIC HETWORKS

SENTENCE MEANIRG IN CONTEXT
SENTENCE MEANING IN CONTEXT
SERIAL PATTERN ACQUISITION
SEVERAL GOALS

SHAPE GRAMMARS

SHAPE TOPDLOGY

SIMULTANEQUS ACTIONS

SNARING DRAGONS

SOFTWARE INTERRUPTS

SPEECH LINDERSTANDING

STATE DLSCRIPTION MODELS
STOCHASTIC MODELING

STORAGE REDUCTION

STRUCTURED PATTERN RECOGNITION
SYMBOL MAPPING IN BASERALL
SYNCHRONIZATION OF CONCURRENT PROCESSES
SYNTALTIC METHODS

SYNTAX

SYNTHESIS OF LINE DRAWINGS
TELEOQLOGICAL REASONING

TEMPDRAL SCENE ANALYSIS

TEXTURE ANALVGIS

THE ARTICLE BY ALLER NEWELL

THE BAY AREA CIRCLE

THE RERKELEY DLOATE

THE COMPUTERS AND THOUGHT AWARD
THE DATES OF THE WORLD COMPUTER CHESS CONFERENCE
THE DEDUCTIVE PATHFINDER

THE DREYFUS DEBAIE

THE ENVIRCNMINT

THE FEDERAL JUDICIAL SYSTEM

THE GAMIE OF POKER

THE HISTORY OF Al

THE HUNGRY MONKEY

THE INSANE HEURISTIC

THE LANGUAGE PARCAL

THE LOCATION OF OBJECTS IN MAGAZINES
THE LOGICAL REDLICTION GF LISP DATA BASES

THE META-SYMBOLIC SIMULATION OF MULTIPROCESS SOFTWARE

THE MEVAMATHEMATICS OF MLISP OR MLISP2

THE NOMINATION OF NOMINEES BY A NATIONAL NOMINATING COMMITTEE

THE ONTOGENY OF NON-INDEPEKDENT SUBPROBLEMS
THE PARRY SIMULATION OF PARANQIA

THE PERFCRMARCE OF PATTERN MATCHING RULES
THE SIX SEVEN CIGHT NINE GAME

THE STOCK MARKET

THE STRUCTURE CF ANY VARIETY OF COMPUTER TERMINAL
THE TECH-1I CHESS PROGRAM

THE WEAK LOGIC OF PROGRAMS

THREE DIMENSIONAL MODELS

TIME COMPLEXITY

TIME DR SPACE BOLUNDS

TROUBLE SHOOTING
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UNDERSTANDING

LINIFORM PROOT PROCEDURES

USING S-1-GRAFPHS

VISUAL COMMIUNICATION

VISUAL PLANES IN THE RECOGNITION OF POLYHEDRA



Appendix [I1-C-3. Al Retrieval Language Grammar: AIX05

<SENT> = [ «55> ]

<555 ANY ABSTRACUTS REFERRING TQ <$TOPICS>
ARE <$AUTHOR/S> CITED BY ANY OF THQSE
ARE <$SAUTHOR/S> CITED IN ANY RECENT PAPERS
ARE <§TOPICS> DISCUSSED IN RECENT JOURNALS
ARE <4TOPICS> MENTIGNED ARYWRERE
ARE <$TOPICSs> MENTIGNED JN AN ABSTRACT
ARE ANY ARTICUES ABOUT <§TOPICS>
ARE ANY ARTICLES BY <§AUTHOR/S»
ARE ARY BY <SALITHOR/S>
ARE ARY NEW BDOKRS BY <SAUTHOR/S»
ARE ARY OF THE PAPERS DN <$TOPICS> ALSO ABOUT <STOPICS>
ARE ARY GF THESE BY <SAUTHOR/S>
ARE ANY QF THEGE FROM AN ACM SESSION
ARE ANY OF THESE FROM THE If]P SESSIONS IN THE MONTH OF JUNE
ARE ANY PAPERS ABDLUT <§TOPICSs
ARE ANY RECENT ISSUES ABQLIT <§TOPICS> BUT NOT <4TOPICS»
ARE NOT SOME DF THESE FROM COMPLTING SURVEYS
ARE THERE ANY ARSTRACTS WHICH REFER TO <$TOPICS>
ARE THERE ANY ABSTRACTS WHICH RCFER TO PAPERS BY <§JAUTHOR/S>
ARE THERL ANY ARTICLES ARDLT <5TOPICS»
ARE THERL ANY I55UES AROUT <$TOPICS>
ARE THEREL ARY NEW 195UES CONCERNING <§TOPICS>
ARLE THERE ARY NEW PAPERS ON <$TOPICS>
ARE THERE ARY PAPERS THAT MENTION <$TOPICS>
ARE THERE ARY RECENT ARYICLES IN CACM
ARE THERE ANY RECENT BOOKS ABQUY <$TOPICSs
ARE THERE SOME PABERS ON «4TOPICS»
AR YOU ALWAYS THIS SLOW
ARE YOU REGULARLY THIS SLOW
ARE YO USUALLY 30 SLOW
ARCNT THIHE ANV ABSTRACTS SINCE NINETEEN SEVENTY FIVE
CAN T HAVL THESE ABSTRACTS LIGTED
CAN YOl HETP ME
CEASE PRINTING
CHDOSE AMONG VOLUMES BEFORE NINETEEN SIXTY
COULD YOU BETRIEVE SOMETHING FROM <$TNFORMATION+AND+CONTROL> DISCUSSING <$TOPICS>
DID «CAUTHOR/Ss PRESERT A PARER AT JJCAL
DID <GAUTHOR/Ss PREGINT A PATER AT THE IFIP MEETINGS IN SEPTEMBER
DID «SAUTHOR/S> PRESENT PAPERS AT TFIP
DID <SAUTHOR/S» PRESENT PAPERS AT TUCA]
DID «SADTHOR/S» PUBLISH A PAFER
DID <SAUTHOR/S- WRITE A BOOK
DID <SAUTHOR/S: WRITE A BOOK RECENTLY
DID «SAUTHOR/S» WRITE A PAPER THIS YEAR
DI ANY «4AT0URNAL s PAPERS CITE <SAUTHOR/S»
DID ANY ALL PARERS CHTE «§AUTHOR/S>
DID ARNY ECL CONVENTIONS PUBLISH PROCEEDINGS
DID ARNY OF THOSE PAPERS CITE <SAUTHOR/S>
DID ARVGNE PUBLISH ABCUT <$TOPICSs TH COMMUNICATIONS OF THE ACM
DID THE SIGART MEWSLETTER PUBLISH ANYTHING IN OCTOBER OR NOVEMBER
DIDN'T THAT PAPER QUOTE <§AUTHOR/S>
DO ALL QUERIES TAKE THIS LONG
DO ARY ARTICLES DN <$TOPICS~ 1N ADDITION CONSIDER <$TOPICS»
DO ANY ARTICLES ON <$TOPICS» MENTION <$TOPICS>
DO ANY ARTICLES REFER TQ <§TOPICS>



AIXO

DO ANY AUTHORS DESCRIRE <£TOPICSS

DO ARNY NEW ARTICLLS MENTION <$TOPICSs

DO ARY OF THE ARSTRACYS MINTION <§TOPICSs

DO ARY OF THESE ALSO DISCUSS «STOPICSs

DO ANY OF THISE ALSO MENTIGN <$TOPICS»

DO ANY QF THISE CITE <$AUTHOR/S>

DO ARY OF THEST MENTIGN <8TOPICS

DO ANV OF THOSE PAPERS MENTIGN <$TOPICS

DG ANY PAPCRS ALDUT <§TOPICS- ALSD CONSIDER <§TOPICS
DO ANY PAPERS CITE <SAUTHOR/S»

DO ARNY PARTRG NISCUSS «$TOPICS»

DD ANY PAPURS DSCUSS <$TOPICSs BUT NOT <$TORICS>

DO ANY PAPERS DN <§TORICSs EXIST

DO ARNY PAPERS THIS YEAR CITE <$AUTHOR/S >

DO ANY RECENT ACM CONFERLLCES CONSIDER <$TOPICS»

00 ANY RECENT OOOKS CITE <$AUTHOR/S»

DO ANY RECENT BCOKS MENTION <$TOPICSS

DO ANY RECENT JOURNALS DISCUSS <3TOPICS

DO ARY RECENT SUMMARIES DISCUSS <3TOPICSs

DO MARY ABSTRACTS DISCUSS <5AUTHOR/S>

DO MANY ABSTRACTS DISCUSS <$TOPICS

DO RESPONGES EVER COME FASTER

DO THEY WERK AT THE GM RESTARCH LABS

DO YOU HAPPER 70O HAVE ANY RECENT PAPERS ON <$TOPICSs
DO YOU HAVE ANY ARTICLES DN <§TOPICS»

DO YOU HAVE ANY NEW PAPERS 0N <$TOPICSs

DO YOU HAVE ANY RECENT PAPERS ON <$TOPICS >

DO YOU HAVE ANY SUMMARIES ABOUT <STOPICSs

DO YOU HANL NEW PARERS ON <$TOPICSs

DOES <§TOPICS» GEY DISCUSSED ANYWHERE

DOES <3TOPICS: GET MERTIONLD ANYWHERE

DOES HE WORK AT CMiJ

DOES IT ALWAYS TAKE THIS LONG 7O ANSWER ME

DOES SHE WORK AT THE INSTITUTE FOR SEMARNTIC AND COGNITIVE STUDIES
DOES THAT ARTICLE MENTION <$TOPICS»>

DOESN'T THIS PAPER RIFTHENGE AN TEEE TRANSACTIGN
DON'T GET i ANV ARTICLES WHICH MERTICN <«§TOPICS>
DURING WHAT MONTHS WEBE THEY PUBLISHED

FINISIt PRINTING

GERERATL A COPY OF THOSE

GEY ME ANY BOOKS WHRITTEN BY <SAUTHOR/S>

GEY ME EVERYIHIRG ON «STOPICSS

GIVE ME ANY ABSTRACTS MINTIONING <$TOPICS> BUT NOT <$TOPICS>
GIVE ME ANY ARTICLES ABOUT <§TOPICSS

GiVE Mi ANY PARERS ON «§TORICS> FROM JUNE TILL AUGUST
GIVE ME DNE MORE PLEASE

GIVE ME SOMEVHING MENTIGNING <5TOPICSs

GIVE ME THE DATE OF THAT ABSTRACT

GIVE THE AUTHOR AND DATE OF FACH

HAS <SAUTHOR/SS BEFN REFENENCED IN ANY OF THOSE

HAS <SAUTHOR/S: PUBLISHED ANY PAPERS THIS YEAR

HAS <$AUTHOR/S» PUBLISHED ANYTHING RECENTLY

HASN'T <ETOPICS > BEEN CONSIDERED IN COMPUTING REVIEWS
HASIWT A CLURRENT REPGRT ON <§TOPICS> BEEN RCLEASED
HAVE <§ALTHOR/S > PUBLISHFD THIS YEAR

HAVE ANY ARTICLES APPEARED WHICH MENTION <§TOPICS
HAVE ANY NEW PAPERS BY <$ALTHOR/S> APPEARED
HAVEN'T YOU FINISHED
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HELP

HOW BIG 1S THE DATA BASE

HOW CAN I USE THE SYSTEM EFFICIENTLY

HOW LONG DOES IT TAKE

HOW MAKNY ABSTRACTS ARE THERE ON <$TOPICS>

HOW MAKRY ABSTRACTS REFEN TQ <§TOPICSs

HOW MANY ARTICLES DISCUSS <3TOPICS

HOW MANY ARTICLES ON <$TOPICS»> ARE THERE

HOW MARY ARTICLES WERE WRITTEN BY <$AUTHOR/S> AND NOT <$AUTHOR/S>
HOW MAKY BOOKS DISCUSS <$TOPICSs

HOW MANRY BOOKS WERE PRODUCED FROM MARCH TO DECEMBER
HOW MARY BOOKS WERE WRITTEN BY <$AUTHOR/S>

HOW MARY OF THESE ALSO DISCUSS <§TOPICSS

HOW MANY PAPLEES ARE ARGLIY <STOPICSs

HOW MANY PAPTHS CONSIDER <$TOPICSs SIMULTANEOUSLY

HOW MANY PAPENS DISCUSS <3TOPICS>

HOW MANY PAPERS FROM APRIL THROUGH AUGUST CONCERNED <§TOPICS»
HOMW MARY PAPERS HAVE <SAUTHOR/S> WRITTEN SINCE JANUARY
HOW MARY PAPERS REFER 10 <§TOPICS>

HOW MANY DAPERS THIS YEAR DISCUSS <$TGPICS>

HOW MARY PAPERS WERE WRITTEN BY <$AUTHOR/S>

HOW MANY REGENT ISSUES CONCERN <$TOPICS>

HOW MARY REFERERCES ARE GIVEN

HOW MARY SUMMARIES DISCUSS <§TOPICSs

1 AM TNTERESTED IN <STOPICS>

1 AN ONLY INTERESTED IN PAPERS ON <$TOPICS»

1 DEMARND ARDTHER ARVICLE AFTER AUGUST NINETEEN THIRTEEN

I'D LIKE TQO KNOW THE PUBLISHERS OF THAT STORY

I'D LIKE TQ SCE THE MENUS

1S <$AUTHOR/S> BUT NOT <§AUTHOR/S> CITED IN SOME OF THOSE ARTICLES
IS <$AUTHOR/S» CITED BY THOSE ABSTRACTS

15 <$AUTHOR/Ss CITED IN ANY OF THESE

IS <$TOPICS> DISCUSSEN ARYWHERE

15 <$TOPICS~ DISCUSSER IN A RECENT SUMMARY

IS <§TOPICSs MENTIGKED

15 <$TOPICS> MERTIONED ARYWHERE

IS <4TOPICSs MENTIGNED IR AN ARSTRACT

IS <$TOPICS: RENERRED TO

IS <§TOPICS: REFERRED TO ANYWHERE

IS THAT ABCUT ~$TOPICS»

1S THERE & RECENT ARTICLE ABOUT <$TOPICS

1S THERE A RECENT PAPER ARDUT <§TOPICSs

IS THERE A RECENT PAPER MENTIONING <$TOPICSs

IS THERE AN ARVICUE ABQUT <$TOPICS-

IS THERE AN 1619 CONVENTION ISSUE FROM MAY OR JUNE

IS THERE ANYTHING NEW REGARDING <$TOPICS

ISN'T <$TOPICS> MENTIONED 1N AN ARSTRACT

ISW'T THIRE AN ARTICLE AROUT <§TOPICS»

KILL THE LISTING

LEY ME LIMIT MYSELF 7O REPORTS 1SSUED SINCE NINETEEN FIFTEEN
LEY 1S CONEINE OURSLLVES TO JOLRNALS AFTER FEBRUARY NINETEEN FIFTY
LET'S RESTRIGT OUR ATTENTICN TO PAPERS SINCE NINETEEN SEVENTY FOUR
LIST BEVWEDN TWELVE AND TWENTY OF THEM

LIST THE ABSYRAGTS BY <SALTHOR/S»

L1587 THE NEXT FOURTEEN HiIINDRED

NO MORE PLEASE

NO THANKS

oK
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PLEASE HELP ME

PLEASE LIST THE AUTHORS

PLEASE MAKE ME A FILE OF THOSE

PLEASE TERMINATE TRANSMITTING

PRINT THE NEXT ONE

PRODUCE A COPY OF THE NEWEST EiGHTY ARTICLES

QUIT LISTING PLEASE

SELECT FRCM ARTICLES DN <§TOPICS»

SHOW MF 175 PUBLISHER

SHOW ME THE LATEST ELLVEN

STOP TRARZMITTING PLEASE

SUBSELECT FROM <$TOPICS>

SURE THAKKS

TELL ME THE TITLES OF THE EARLIEST TEN

TELL ME WHAT TO DO

THARNK YOU ' DONE

THE AREA 1T A INTERESTED IN 1S <$TOPICS

THE AREA I'1d INTERESTED IN IS <$TOPICS»

THE FIRGT Tw(}

THE LATEST SIXTEEN PLEASE

TRANSMIT ToE NEXT EIGHTEEN

TRY TO GET SURVEYS PRINTED Il THE LAST EIGHTY MONTHS

WAS <SAUTHOR/S> CITED BY ANY REPDRTS ISSUED IN THE LAST NINETY YEARS
WAS <SAUTHOR/S> CITED [N THAT SUMMARY

WAS <§TOPICS> MUNTIGNED SOMEWHERE TN RCCENT TIMES

WAS <STOPICSs WRITTEN LIP RTGENTLY

WAS IV PUBLISHED Y <$THL AGGDCIATIONSFORZCOMPUTATIONALLINGUISTICS >
WAS 1T PUBLISHED BY THE JOLRKAL OF THE ACM

WAS THERE A CONFERENCE IN TH{ USSR

WASNT <ET0PICSs MENTIONED RECENTLY

WASNT «STOPICS s REFEURED YO SOMEWRERE

WU DLSIRE A PROCEEDING OF THE ACM MEETING REFERERCED BY <$AUTHOR/S >
WL WANT SUME REVIEWS CONCERNING <$TOPICS»

WE WISH TO GEV THE LATEST FORTY ARTICLES ON <§TOPICS

WLE'D LIRE TO SEE THE TITLES FROM PROCEEDINGS OF THE ACM CONFERENCE
WERE INTERESTED IN <§TQPICS

WLHE IRTERESTED IN ARTICUES PUBLISHED IN THE LAST THIRTY YEARS
WE'VE BLEN INTERESTED IN <STOPIGS»

WERE ANY OF THESE ARTICLES WRITTEN BY <$AUTHOR/S>

WERE ARY OF THIGE PUBLISHED IN THE SUNSHINE STATE OR IN THE US.
WLERE ANY OF THESE WHEITTEN BY <SAUTHOR/S>

WLRE ANY PUBLISHED ATTER JUNE NINETEEN SIXTY FIVE

WERE THERI ANY ARTICLES AROUT <§TOPICS»

WERENT SOME ARTICUES PUBLISHED ON <$TOPICS>

WHAT ABOUT «SALITHOR/S

WHAT ABOUT «§TOPICSS

WHAT ABDRISS I8 GIVEN FOR THE ALTHORS

WHAT ADDREGSES ARE GIVER FOR THE AUTHORS

WHAT ARE SOME OF THE AREAS OF <§TOPICS»

WHAT ARE THL KEY PHRASES

WHAT ARE THL TITLES OF THE RECENT ARPA SURNOTES

WHAT ARE THEIR ATFILIATIONS

WHAT BCOKS MERNTION <$TOPICS~

WHAT CAN [ DO TO 5PLED YOU UP

WHAT CAN THE SYSTEM DO

WHAT CONFERENCE WAS AT RUTGERS OR AT SRI

WHAT CONFERENCE WAS AT WATSON RESEARCH OR AT ILLINOIS

WHAT DO T HAVE TQ DO
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WHAT FACTS ARE STORED

WHAT HAS <$AUTHOR/S- WRITTEN LATELY

WHAT HAS <$AUTHOR/S> WRITTEN RECENTLY

WHAT HAVE <§AUTHOR/S> WRITTEN LATELY

WHAT IS HER ATFILIATION

WHAT 15 HIS AFFILIATION

WHAT 15 KNOWN AGOUT EVERY ARTICLE

WIHAT 15 THE S1ZE ©F THE DATA BANK

WHAT 15 THE TITLE OF THAT PAPER

WHAT 15 THE TITLE OF THE EARLIEST ONE

WHAT IS THID TITLE OF THE MOST RECENT ONE

WHAT ISSUES DURING JANUARY ARND JULY CONCERN <$TOPICS >
WHAT KLY WORD RELATES TO <§TOPICS»>

WHAT Ki'Y WORDS SHOULD 1 USE FOR <$TOPICS>

WHAT KIND OF MERNLS ARE THERE

WHAT KINDS QF SUBJICTS ARE STORED

WHAT MLUIST T ALK

WHAT PARERS ON «$TOPICS» ARE THERE

WHAT SHOULD T ASK

WHAT SHOLILD T SAY

WHAT SORT OF SUMMARY 1S AVAILABLE

WHAT SORTS OF <$TOPICS> ARE WRITTEN LIP

WHAT SUBMHICT CAN I REQUEST

WHAT TOPIC MENL CAN T CHOOSE

WHAT TOPICS AKE RELATED TO <STOPICS>

WHAT TYPLS OF «SROTRIEVALCANSHEARSAY> DO

WHAT WAS ITS TITLE

WHAT'S THE PUELISHER OF THAT PIECE

WHEN WAS <§HUMANPROBLEM SOLVING> WRITTEN
WHEN WAS <&TOPICS~ LAST MENTIONED

WHEN WAS <STOPICS> LAST REFERRED TO

WHEN WAS [T PUBLISHED

WHEN WAS THAT BOCK WRITTEN

WHEN WAS THAT PARER PUBLISHED

WHEN WAS THE LAST PAPER BY <$AUTHOR/S> PUBLISHED
WHEN WERE <$TOPICS> LAST REFERRED TO

WHEN WELL YO HAVE THE ANSWER

WHERE ARE «$TOPICS: REFERRED TO

WHERE DID THAT ARTICLE APPEAR

WHERE [0 THEY WORK

WHERE DOES HE WORK

WHERE IS <3TOPICSs> MENTIGNED

WHICH <SAJTEXT> CONTAINED <$TOPICS»

WHICH <3COGNITIVEPSYCHOLOGY > CONTAINED <§TOPICS>
WHICH <3COGRITIVEPSYCHDLOGY > CONTAINS <§TOPICS»
WHICH ABSTRACTS CONCERN <§TOPICS>

WHICH ABSYRACGYS REFER TQ <STOPICS»

WHICH ARYICLES CONCERN «§TOPICS~

WHICH ARYICLES HAVE CONCERKED <$TOPICS>

WHICH ARTICLES ON <$TOPICSs ALSO CONCERN «§TOPICS>
WHICH ARTICLES REFER TQ THESE

WHICH AUTHORS WORK AT HAMBURG GR AT EDINBURGH
WHICH AUTHORS WGRK AT NI OR AT STANFORD

WHICH ALTHORS WORK WITH SUMEX OR AT SUSSEX
WHICH BOOKS ON <$TOPICS> WERE PLBLISHED RECENTLY

WHICH BOOKS WERE WRITTEN BY <$AUTHOR/S> SINCE LAST YEAR

WHICH COMPUTING SURVEY ARTICLES RELATE TO <§TOPICS>

WHICH COMPUTING SURVEYS CONTAINED THE ARTICLE BY <§ALTHOR/S-
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WHICH CONFERERCES WERE AY MASSACHUSETTS OR AT ROCHESTER
WHICH IS THE CLOLST

WHICH NOTES ON <STOPICSs AiSO DISCUSS <$TOPICS»

WHICH OF THEM DISCUSSES «370PICS>

WIHCH OF THUSE APPEARED REGENTLY IN THE IEEE TRANSACTIONS
WHICH OF THESE ARE BY <SAUTHOR/S»

WHICH OF THESE CITES <SAUTHOR/S>

WHICH OF TRESE WAS WINTTEN BY <$AUTHOR/S»

WHICH OF THESE WERE WRITTEN BY <$AUTHOR/S»

WHICH ONES

WHICH PAPER MENTIGNS <§TOPIGS»

WIHICH PAPERS ARE DN <$T0PICS»

WHICH PAPERY BY «$AUTHOR/S> ARE REFERENCED

WHICH PAPERS CITE <§AUTHOR/S>

WHICH PAPERS DISCUSS <TOPICS-

WHICH PAPERS HAVE MENTIONED <$TOPICS»

WHICH PABERS ON <§TOPICS> ALSO CONCERN <$TOPICSs

WHICH PAPERS DN <§TOPICS> ALSO DISCUSS <§TQPICS>

WHICH PAPERS ON <6TOPICSs ARE ABOUT <$TORICS»

WHICH PAPERS WERE WRITTEN AT NRL OR AT SMC

WHICH PAPERS WERE WRITTEN BY <$AUTHOR/S»

WHICH RECENT JOURNALS REFFR TQ <§TOPICS >

WHICH SORT OF <¢RETRIEVAL.KEYS> CAN I SEEK

WIHICH STORTES 1N THE SIGART NEWSLETTER HAVE BEEW DISCUSSING <$TOPICSs
WHICH SUMMARIES ON <$70PICS» CONSIDER <§TOPICS> IN ADDITION
WHICH TECHNICAL PAPERS WERE WRITTEN BY <$AUTHOR/S>
WHICH TITLES CONTAIN THE PHRASE <$TOPICS»

WHICH WAS THE LAST ARTICLE BY <$AUTHOR/S>

WHO

WIHO HAS WRITTEN ABOUT <STOPICS»

WHO WAS QUATED 1N THAT ARTICLE

WHO WAS THE ALTHOR

WHO WERE THE AUTHORS OF THAT BOOY

WO WROTE 1T

WO WROTE PAPERS ON <$TOPICS» THIS YEAR

WHY I3 THE 5YSTEM 50 SIOW

WOULD YOU LIST UP TO SEVERTEEN

WRITE A FILE OF THOSE

YES PLEASE
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<SINFORMATION+AND+CONTROL> = INFORMATION AND CONTROL

<§COGNITIVE+PSYCHOLOGY > = COGNITIVE PSYCHOLOGY

<STHE-WORLD+COMPUTER.CHESS, CONFERENCEs::» THE WORLD COMPUTER CHESS CONFERENCE

<GATJOURNAL - AT JGURNAL

<SAL+TEXT> = Al TEXT

<STHE+ASSCGCIATIONFOR+COMPUTATIONALLINGUISTICS> e THE ASSOCIATION FOR COMPUTATIGNAL LINGUISTICS
<SRETRITVALLCAN+HEARSAY > RETRIEVAL CAN HEARSAY

<SHUMAN+PROBLEM SOLV RG> HiJMAN PROGBLEM SOLVING

<$RETRIEVAL+KEYS> = RETRIEVAL KEYS
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<$AUTHOR/S>:= <AUTHOR»
<AUTHOR> <ANDIOR 1> <AUTHOR>
<ANDIOR 1>:= AND

OR

<AUTHOR>:.= ALLTW COLLINS

ALLEN NEWELL
ANN RUBIN
ANTHONY MARTELLL
AZRIEL ROSENFELD
BERNARD MELYZER
BERT RAPHALL
BILL WOODS

BONNIE NAGH-WEBBER

BRUCE BUCHANAN
CARL HEWITY

CHRISTOPHENR RIESBECK

CHUCK RIEGER
DANNY BOBROW
DAVE RUMELHART
DAVID MARR
DAVID MICHIE
DICK SELYZER
DONALD NORMAN
DOUG LENAT
DREW MEDERMOTT
DRLYFUS

EARL HUNT

EARL SACERDOT]
ED FEIGENBAUM
ED RISEMAN
ELLICT SOLOWAY
ERIK SARDLWALL
EUGENE CHARNIAK
FEIGENBALIM
FELOMAN

GARY HERDRIX
GCORGE ERNST
GIPS

HANS BERILINER
HARRY BANROW
HERZ SIMON
HERBLRT BLOCK
HILARY PLUTNAM
HCOLLAND

HUGH NAGEL

IRV SOREL
ISSAC ASIMOV
JACK IMINKER
JACK MOSTOW
JAMES SLAGLE
JEAN SARIMEY
JEFEREY ULEIAAN
JERRY FELIMAN
JOHN GASCHNIG
JOHN HOLLAKD
JOHN MCCARTHY
JOHN NEWCOMER
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JOSEPH WTZENBAUM
JUDEA PEAR|

KARL PINGLLE
FELTH PRICE

KEN COLBY

KEN RALSTON
KING SUNG FU
LAUREWT SIKLOSSY
LEE ERMAN
LEQNARD LIHR

LES EARNEST
LINDA MASINTER
MADELINE 3ATES
MARVIN MINSKY
MARY NEWERORN
MARY SHAW
MICHALL ARBIB
MIKE RYCHENER
MINGEY

MITCHELL NEWEY
NEWELL

NILS NILGSON
NILGSON

NORJ SUZLIKI]
PANE L MOCORDLICK
PAT \WWINSTON
PERKRY THORNDVKE
PEVER KUGEL

RAJ REODY

RANANN BANLRN
RAYMOKD SPROULL
REDDY

RICH FIKLS

RICH SMITH
RICHARD MICHALSKE
RICHARD WALDINGER
RICK HAYES-ROTH
ROBLRT REITER
ROGER SCHANK
RON OHEANKDER
ROSERVELD

SCOTT VAR MAR
SEYMOUR PAPERT
SIMON

STEVE COLES
STEVE RLED
STEVE ZUCKER
TED SHORTLIFIE
TERRY WIKOGRAD
THOMAS MARGLAND
THOMAS SYRES
UHR

YIC LESSER
WALLY RHOMBERG
Wwo0Ds

WOoODY BLEDSOE
YORICK WILKS
ZOHAR MAKRNA
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<QTOPICSS « <ANDIDRITOPICSS
WINOGRAD'S ARYVICLE
<ARDIDRITOPICS>: « <TCPIC»
<TOPIC> <ANDIOR 2> <TOPICS
<ARDIOR 25+ AND
OR
<TOPIC>: « A CAI MONITOR
A COMMON SENSE ALGORITHM
A GAME MODE(
A LOSING MOVE
A MULTILEVEL URGANIZATION
A PACKET BASED APPRDACH TO NETWORK COMMIUNICATION
A PARTIAL EVALUATOR
A PROGRAM SYNTHERIZER FOR NEYWORK PROTOCOLS
A PROGRANMMING APPRENTICE
A PROOI CHECKER FOR PROTOCOL TERMINATION EXPRESSIONS
A RADIO INTERVIEW ON SCICHCE FICTION
A REGION ANALVS]S SUBSYSTEM
A STERED PAIR OF VIEWS
A TASK ORIENTED DIALOGUE
A THAUMATURGIST
A THEOREM PROVER PLAKRNING FOR PROGRESS
A TIME DOMAIN ANALVYZER
A TUTOR OF TUTORING ON TV
ATV REPCRTER
ABSTRACGTICN
ACQUISITION OF KNOWLEDGE
ACTIVE KNOW!L LOGE
ACYLCLIC ISOMERS
ADAPTATION
ADAPTIVE PRODUCTION SYSTEMS
ADVISING PHYSICIANS
Al
AL LECTURES
ALGEBRAIC REDLICTION
ALGOL
ALGORITHMIC ALSTHETICS
AlL-OR-NONE SOLUTIONS
AN ADAPTIVE NATURAL LANGUAGE SYSTEM
AN ASGEMELY RDBOT
AN ARIGMATIC SYSTEM
ANALOGY TN PRCOEBLE SOLVING
ANALYSRIS OF CONTEXT
ANALYRIS OF SENTENCES
ARTITICIAL INTE(t IGENCE
ASGIMILATION OF NEW INFORMATION
AGCOCIATIVE MEMDRIES
ASGOCIATIVE MEMODRY
AUGMENTED TRANSITION NETWORKS
AUTOVAATED DEDLCTION
ALUTOMATIC CODING
ALTOMATIC COMPUTATION
AUTOMATIC MARTRA GENERATION
AUTOMATIC PROGRAM SYNTHESLS FROM EXAMPLE PROBLEMS
ALITOMATIC PROGRAM WRITING
AUTOMATIC PROGRAMMING
AUTOMNTIC PRCOF OF CORRECTNISS
AUTOMATIC THEOREM PROVING
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ALUTCMATION

AXIGMATIC SEMANTICS

AXIOMS FOR GO

BACKGAMMON

BELIEF SYSTEMS

BINDINGS

BIOMEGICTRE

BRAJN THLORY

BUSINESS PROBLEM SOLVING
CARTOGRAPHY

CASE SYSTEMS

CALISAL REASONING

CELL ASSEMBLY THEORY
CHECKING PROOFS

CHESS

CHESS PLAYING PROGRAMS
CIRCUIT ANALYSIS

COGNITION

COGNITIVE ROBOTIC SYSTEMS
COGNITIVE SCIEICE

COMMON SENSE

COMMON SENSE THIIORY FORMATION
COMPLEX WAVLEFGRMS
COMPUTATIONAL LINGUISTICS
COMPUTER ARY

COMPUTER BASED CONSULTANT
COMPUTER BASED CONSULTATIONS
COMPHTER CONTHOLLED MANIPULATORS
COMPUTER GRAPHICS

COMPUTER MUSIC

COMPHTER NETWORKS

COMPUTER VISION

CONCEPTUAL DESCRIPTIONS
CONCEPTUAL INFERERCE
CONCEPTUAL OVERLAVYS
CONSTRAINT SATISFACTICN
CONSTRUCTING PROGRAMS FROM EXAMPLES
CONSTYRUCTION OF PROGRAMS
CONTEXT

CONTINUOUS PROCESSES
CONTROL

CODPERATIRG SCHIRCES OF KNOWLEDGE
COPYING LIST STRUCTURES
CURVED QR JECTS

CYBERNETICS

CvCiic

DATA BASES

DATA BASES FOR INTERACTIVE DESIGN
DATA STRUCTURES

DECISION THEORY

DEBUCTION

DEDLCTIVE RETRIEVAL
DENOTATIONAL SEHANTICS
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A FUNCTIONAL DESCRIPTION OF THE
HEARSAY-I] SPEECH UNDERSTANDING SYSTEM
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1
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ABSTRACT

A description of the September, 1976, version of the
Hearsay-II system is given at the knowledge-source level,
indicating the actions of each knowledge-source and their
interactions.

INTRCCLCTION

The Hearsay-1[ sysiem has been destribed elsewbere in
terms of its system organization, including the model which has
driven that design [LeHs7S, ErMu75, FePa76). Also, the
individual hknowledge sources (KSs) have been separately
reporled on in detad. In this paper, a description of the
September, 1976, version of the system is fi“e" in terms of
the funclions and interactions of the KS. This does not
inctude a description of how this configuration is realized
within the general Hearsay model and Hearsay-ll system, nor
dgoes it include many details of the inner workings of the KSs,
ar comparisans of Hearsay-]l with any other systems.

The task for the system is to answer guesliors about
and retrieve documents from a coliection of computer science
abstracts {in the area of artificial inteiligence). Exampie
sentences are:

“Which abstracts refer to theory of computation?”

"List those arficles.”

“What has Minsky written since nineteen seventy-four?”
The vocabulary contains 1011 words {in which each extended
form of a root, e.g, the plural of a noun, is counted separately,
if 1t appears). The grammar which defines the legal sentences
is context free and includes recursion. The style of the
grammar is such that there are many more non-terminals than
in conventional synfactic grammars; the information contained
it the greater number of nodes provides semantic and
pragmalic constrant within the grammalical structure. For
exampie, in place of 'Noun® in a conventional grammar, this
grammar in¢ludes such non-terminais as ‘Topic', ‘Author’, *Year®,
“Publisher’, etc.

The grammar ailows each word, on the average, to be
tollowed by seventeen other words of the vocabulary, The

1 This work was supported by the Defense Advanced
Researcih Projecis Agency (FA44620-73-C-D074) and 15
momitored by the Air Force Office of Scientific Research.

2 Henceforth, all descriptions are undersicod to appiy to the
September, 1976, system,

standard deviation of this measure is very high (about 51),
since some words can be feliowed by many others (up to 300
in severa! cases). For the sentences used for performance
tesling, the average iength is seven words and the average
number of words that can follow any initial portion of the
sentence is thirty-four.

The September, 1976, configuration of the system
recognizes about 807 of s test ulterances (run blind) word-
tar-word carreclly, with avout 907 of the utterances being
interpreted semantically correct.

SIGNAL ACQUISITION, PARAMETER EXTRACTION,
SECMENTATION, and LABELLING

An input utterance is spoken into a medium-guaiity
Electro-Vaice RE-51 close-speaking headsel microphone in a
fairly noisy environment (>65 db). The audio signal is low-
passed fitered and 9-bil sampled at 10 KHz. Ail subsequent
processing, as well as controlling the A/D converter, is digital
and is done on a time-sharod FDP-10 computer. Four
parameters (called "ZAPDASH") are derived by simple
algarithms operating directly on the sampled signat [GoZa77]
These paramelers are exiracted in real-time and are intially
used to detect the beginming and end of the utterance.

The ZAPDASH parameters are next used by the SEG
knowledge-source as the basis for an acoustic segmentation
and classification of the utterance. This segmentation is
accomplished by an ierative refinement technique: First,
silence 15 separated from nan-silence; then, the non-sitence is
broken down into the sonorant and non-sonorant regions, etc.
Eventually, five classes of segments are produced: silence,
sonorant  peak, sonorant non-peak, fricative, and flap.
Associated with each classified segment is its duration,
absoiute amplitude, and amphtude relative to its neighboring
segments (e, local peak, local value, or plateau). The
segments are contiguous and non-overiapping, with one class
designation for each,

Finally, the SEG KS does a finer labeliing of each
segment, The labeis are allophoric-like; there are currently 98
of them., Each of the 98 labels is detfined by a vector of auto-
correlation  coefficienis  [ItMi7E],  These templates are
generated from speaker-dependent training data that have
been hand-labelled. The result af the fabelling process, which
matches the central portion of each segment against each of
the templates using the Itakura meiric, is a vector of 98
numbers; the i'th number is an estimate of the (negative log)
provability thal the segment represents an occurrence of the
i'th alloohone in the label set.

Reprinted from 1977 IEEE Conf. ASSP, 799-802.
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WORD SPOTTING

The irutial generatien of bottom-up, s

accomphished by a three-step process,

words,

First, using the labelled segments as inpul, the POM
knowledge source [SmWo76] generates hypotheses for hkely
syllable classes, This 5 done by first identitying syilable
nuclei and then "parsing” oulward from each nucleus. The
syllable-class parsing is driven by a probabilistic "grammar” of
"syllable-class -> segment” productions; the rules and their
probabiities are learned by anm oifine program which s
traimed on nhand-labelled utterances. (Tne current traiming,
which is speaker-desendent, ;s over 50 utterances contaming
about 360 woro tokens)) For each nucleus posilion, several
compeling syllable-class hypotheses are generated -- typically
three 1o eight.

The syliable ciasses are usea to hypothesize words.
Fach ot the 101l words in the vocabutary is specified by a
pronunciation oescription, For word hypothesization purpases,
an inverted form of the gictionary is sept, in which there s
associated with each syilabie-class ail the words which have
seme pronuncation containing that syllaple-ciass. The MOW K§
[SmWo076] looks up each hypothesized syliable ciass and
generates word candidates from among those words contaiming
that syllable-ctass. For each word that 1s multi-syllabic, alt of
the syHables in one of the pronunciations must maten above a
threshoid, Typically, 50 words of the 10)l-word vocabuiary
are generated al each syllable nucleus position.

Finally, the generated word candidates are rzied and
their begin- and end-times adjusted by the WwIZARD
knowledge source [McWo77) For each werd n the
vocabulary, WIZARD has a network which describes the
possible pronunciations, This rating is calculated by finding
the path through the network which best matches the labeiied
segments, using the distances associated with each iabel for
egach segment; the rating is then based on_lhe diiference
hetween this best path and the segment labels.

The resuit of the word processing so far 1s 2 set of
words. Each word inciudes a begm-time, an enag-tire, and a
confidence rating. A policy KS, called WORD-CTL (*word
control’), selects a subsel of these words, based on ther times
and ratings, to be hypothesized; 1t 15 these selected word
hypotheses thal torm much of the base for the "top-end”
processing  that now begins.  Tymcally, these selected
hypotheses include about 757 of the words actually spoken
Gi.e., “correct” word hypotheses) and with each correct
hypothesis having a rating which ranxs .t on the average about
three, as combared to the five to twenty-five or so
hypotheses which compete with b {ie, wineh sigmficantly
overlap it n hme) The non-selected words are retamned
internally by WORD-CTL for possible laler hypothesization.

3 WIZARD is, in effect, a miniature version of the HARPY
speech recognition system {Lora76], except that it has one
network fgr each word, rather than one neiwork with all
words and all sentences.

TOP-END PRQCESSING

Word-1sland Generation

The WOSEQ know'edge source [LeSe77] has the job of
generating, from the word hypotheses generated bottom-up, a
small set (about three to ten) of word sequence hypotheses.
Each of these sequences, or isiands, can be used as the basis
for expansion into larger islands, hopefully cuiminating in an
hypathesis that spans the entire utterance. Muiti-word istands
are used rather than single-word isfands because of the
relatively poor reliabiity of ratings of single words as well as
the lmited syntactic corstrant suppled by single words,

WCSEQ uses twe kinds of knowledge to generate muilti-
word islands:

A table derived from the grammar indicates for
every orderea pair of words in the vocabulary (1011 x
101 1) whether thal paw can occur in thal order in
some sentence of the defined ianguage. This binary
table {(which contams about 1.77 "1"s) thus defines
“language-adjacency”.

Acoustic-phonetic  knowledge, embadied in  the
JUNCT KS, is appred ta pars of word hvpotheses and
15 used {0 decide «f thal pair might be considered to be
time-adjacent in the utterance. JUNCT uses the
dictionary pronuncizt:ons and examings the segments at
therr junclure (gap or overlap) in making its decison.

WOSEQ  takes the highest-rated single words and
generates mulli-word sequences by expanding them with ather
hypothesized words that are both time- and language-
adjacent. This expansion is controlled by heuristics based on
the number ana ralings of competing word hypotheses. The
best of these words sequences (which occasicnally includes
singie words) are hypothesized.

The top-end processing is started by the creation of
these word-sequence hypotheses. Subseguently, WOSEQ may
generate additional nypotheses if the recognition process
seems rot fo be maming progress based on those already
hypothesized.  These additional hypotheses may include
shorter, decomposed versions of some of the original ones.

Word-Seqiience Parsng

Because the syntactic constraints used in the generation
ot the word sequences are oniy parr-wise, a sequence langer
than two words may nat be syntactically acceplable. A
comparent of the SASS [HaSy77, Haln77] knowledge source
can parse a word sequence of artutrary length, using the full
constraints given by the language. This parsing does not
reguire that the word sequence form 2 complete non-terminal
in the grammar nor that the sequence be sentence-initiai or
centence-final, only tnat the words occur contiguously
somewbhere in some sentence of the language. if a sequence
hypothesis does not parse, the hypothesis is marked as
“rejectea”. Giherwise, a phrase hypothesis is created.
Associated with the phrase hypathesis is the word sequence of
which 1t 1s gomposed, as well as information about the way {or
ways) the worgs parsea,
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Word Predictions from Phrases

Another companent of the SASS knowledge source can,
for any phrase hypothesis, generate predictions of ali words
which can immediately precede and ail which can immedately
follow the phrase in the ianguage. in doing the computation to
generate these predictions, this KS wuses the parsing
information attached to the phrase hypothesis by the parsing
component.

Worg Verificalion

An altempt 1s mage to verify the existence of or reject
each such preaicted word, 1in the context of its predicting
phrase. If verified, a confidence rating for the word must also
be generated. First, If the word has been hypothesized
previously and passes the test for fime-adjacency {by the
JUNCT KS), 1t is marked as verified and the word hypothesis is
associated with the predictipn. (Note that a single word may
thus become associaled with several different phrases.)
Second, a search is made of the inlernal stere of WORD-CTL lo
see f the candidate can be matched oy a previousiy generated
candidate whuch hao not been hypolhesizeo. Again, JUNCT
makes a juggment about bime-adjacency. Finmaliy, WIZARD
compares its word-pronuncralion network to the segments in
an aitempt ta verify the prediction.

For each of these aifferent «rrds of wverificalion, the
appreximate begin-time {end-time) of tive wora deing preawted
to the right Jfieft) of the phrase 15 tasen o be the end-time
(begin-time) of the phrase. The end-time {begin-time) of the
predicted word 1s not known and, :n tact, one requirement of
the vernibcafion step is to generaie an approximate end-time
{begin-timz} for the vernfied wora. In general, several
different “versions” of the word may be gererated which
differ primarily in there end-limes; since no coniext to the
right (left) of the predicted word ‘s given, several different
estimates of the end (beginning) of the word may be plausible
based solely on the segmental intormation.

Waord-Phrase Concatenalion

Far each veritied word ana s pradiching pprase, a new
and {onger phrase may De generated. This process,
accomphshed by a component of SASS simiar to the Word-
Sequence recogmition component, invcives parsmg the words
ot the onginal pnrase avgmenied by the newly verfied word.
The extended phrase 15 then hypoihesizeg and 'nciudes a
rating based on the ratings of the words that compose 1t

Complete Sentences and Haiting Crilenia

Two unique "word” hypotheses are generated bafore
the first and afler the last segment of the utterance o denote
begin and end ot utterance, respectively. These same "words”
are wncluded in the syntactic specification of the language and
appear as the first and last terminals of every corpleie
sentence, Thus, any verified phrase that includes trese as iis
extreme constituents 15 a compicte sentence and spans the
entire utterance. Suth a sertence bdecomes a candidate for
sefection as the system’s recognition result.

In general, the control and rating strategies do not
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guarantee that the first such compiete spanning hypothesis
found will have the highest rating of all poessible spanning
sentence hypetneses that might be found if the searclh were
aliowed to centinue, 50 the system does noi just step widh the
firct one generated. However, the characteristics of such an
hypothesis are used to orune from further consideration other
partial hypothases which, because of their low ratings, are
untikely to Le extendavle into spanning hypolheses with
ratings highar than the best already-discovered spanning
sentence. This heuristic pruning procedure is based on the
form of the ratings function (1e., how the rating of the phrase
15 derived from {s constituent words). The pruming procedure
consigers each partial pnrase and uses the ratings cf other
word hypothases n the time areas not covered by the phrase
to determire 1f the phrase might be exiendable to a phrase
ratea higher than the spanning hypothesis; if nol, the partial
phrase s pruned. This pruning process and the rating and
hatting policies are discussed in [HaPe77)

The recogmition processing finally haits in ene of two
ways: First, there may be no more partial hypotheses left o
corsider tor predicting  and extencing. Because of the
combinatorics of the grammar and the likelihood of finding
sorie preoevion thal s rateg at ieast above the absolute
re;echon thresiold, this farm of terminat.on happens when the
pruning procedure haz been effective and has eliminated all
competitors. Second, the expenditure of a predefined amount
of compubing resources {time or space} alsc halts the
recogninnr process; dre actual thresnolds uwsed  are  set
accoraing 1o the past periormance of the sysiem on similar
sentences (re, of the gwven length and over the same
vacabulary and grammar)

Cnce the recogmition process is haited, a selection of
cne or more phrase hypotheses 1s made to represent the
resuft. It at least one spanming sentence hypothesis was
found, the highest-rated such rypothesis is chosen; otherwise,
a saiection of several of the highest-rated of the partial
phrase hypotheses 15 made, buasing the setection to the longest
anes whizh tend to overap (n timed the izast,

Altentan Focunning

The top-ond processing operations include {a} word-
isiand  generatior, (b} word segquence parsing, (¢) word
preaiction from crrases, (o) word verdication, and (e) word-
phrase concatenabon. O these, (b), f¢), and (¢ are the most
frequentl . perfamea. in general, there are a number of these
actions waling to be performed al varous placas in the
uiterance. The se ectinn al sach pairt 0 the processing of
whicly of these actions 1o perform s a problem of combinateric
control, since the execulion of each achion will, in general,
generate more such actions to be done.

To handle this probiem, the Hearsay-ll system has a
statistically-hased  scheduier [Hafa77] whichr calcuiates a
prionty icr each action anc seiects, at each time, the warting
action with the hignesi priority.  The priority calcuiation
atteripls to estimate the usefuiress of ‘re action in fulfiling
the overall sysiem goal of recognizing the utterance. The
caleulation s Lased on information specfied when the aclion 15
trggerod For example, the word venfier is triggered
wherever worcs are predicted from a phrase hypothesis; the
intarmation passed to tne scheower in order to nelp calculate
the priorily of hes imstant.ation of the verifier includes such



things as the time and rating of the oredicting phrase and the
number of words predicted. In addition to the action-specific
information, the scheduler keeps track of the overall state of
the system 10 terms of the knds and guality of hypotheses in
each time area.

INTERPRETATIQN and RESPONGE

The SEMANT knowledge-source [HalDi77] accepts the
word sequenceis) resuit of the recognition process and
generates an interpretation in an unambiguous formatl tfor
interaction with the data base that the speaker 15 querying.
For exampie, the sposen seatence

"Wha! has Minsky writien since 19747"
is represented in this farmat as
Type: SREQUEST
Subtype: SQUERY'AUTHORIDATE
[Cate: >1974; Author: "MINSKY"]

The interpretation is constructed by aclions associated
with "semanticaily interesting” non-ferminals in the parse
tree{s) of the recogmzed sequence(s). If recognition results in
two or more partial sequentes, SEMANT constructs a
consistent interpretation based on all of the partial sentences,
taking into account for each partial sentence its rating,
temporal position, and consistency {or competifiveness) as
compared o the other partiai sentences.

The DISCO hknowledge-source [HaDi77] accepts the
formatted nterpretation of SEMANT and produces a response
to the speaker. This response 15 often the display of a
selected porlion of the queried data base. In order o retain a
coherent interpretation across sentences, DISCO has a finite-
state model of the discourse which 15 updated with each
interaction,
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ABSTRACT

In Hearsay-ll, a word recognizer hypothesizes words
betiom-up from acoustic data. Usuaily many comoeting
words are hypothesized for each tima interval of speech,
with the correct word rarely top-rankea. Due to the
unreliable ratings of words and the hLmted syntactic
consiraint supphed by singie words, the use of singie-word
islands wouid cause the recognition system o explore many
blind alieys before abandoning an incorrect isfand.  In
addition, the multiplicity of words mazkes the parsing of ail
possible word sequences extremely time-censuming. The
Hearsay-Il island selection strategy uses (1) knowiedge of
what word adjacencies are allowed by the grammar, (2)
analysis of acoustic data at the junclures between word
hypotheses, and (3) heuristics based on the number of
compeling word hypothesas, ¢ form muibi-word istands
which the syntax-ievel knowleage source first checks for
grammatically and then attempis to extend to form a
compiete recognition.

INTRODUCTICN

Conventional strategies for controlling the search in a
continuous speech understandirg system fall into two major
catezories: lett-to-right (HARPY {Lowerre, 1976}, Hearsay-I|

[Reddy, 1973} and island-driven (SRI ([Paxton, 1978},
SPCIHLIS [Woods, 1875) Hearsay-1l [Lesser, 1375}
strategies. In the left-to-right strategy, as the name
implies, the search always begins at the start of lhe

utterance and continues to extend in a left-te-right manner
each partially bypothesized phrase that appears plausible.
In contrast, the island-driven stratezy, before beginning the
process of phrase hypothesization and extensien, hrst
performs a scan of the entire uytterance in an atiemp! to
spot likely words {Smith 1976, Kiovstad 1976]. The best
words found in this phase are ¢hosen as the initial phrasai
hypotheses for the second phase of the searcn. in this
second phase, a partial phrase chosen for furiper extensions
can be extended by predictron of grammatically legal word
extensions on either the left or right or in both directions,
depending, for instance, on the constrainls given by the
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grammar about which direction has fewer extensions (see
Hayes-Rath and Lesser 1976, Paxion and Robinson 975,
and Woods 1376 for a discussion of techniques for choosing
the next hypathesis to extend); this strategy allows the
phrasal bypothesis to be concatenateg with existing partial
phrases to constryct new, enlarged hypotheses.

The advantages of the leti=to-rignt strategy over the
maore sophishicated istand-driven strategy are mainly in the
area of efhiciency: (1) the computationaliy expensive word-
spotting phase s bpypassed and (2) the application of
grammatical knowledze and the overhead for controlling the
search is much less expensive. The major disadvantage of
the left-to-right scheme 15 that the beginning of the
utterance may not contain very good aceustic data and thus
lead to initial word predictions thal are very poor; in this
case, it may be very difficult or impossible (if the correct
word was not hypolhesized) to recognize the utlerance.
The major advantage of isfand-driven strategy s iis
robusliness; there may be hypothesized more than one
correct initial isfand, and thus there ewists more than gre
sequence of steps to achieve the cerrect recogmtion. In
addition, the island-driven strategy wouid seem {o have a
higher probabiiity of starting the search with an intial islang
that is vaiid because of its word-spotling phasa, However,
this word-spetting search may not in practice produce
resuits as valid as would be expected because words are
predicted based only on acoustic constraints; nesther
grammalic nor co-a~ticutation constraints are used except at
the begmning and end of the utterance. Anolher agvantage
of the isiand-driven strategy is that it can use variations in
the branching factor of the grammar at different points in
the uiterance to reduce the space needed to be searched.

The major disadvantage of both of these search
strategies 15 that they are particularly sensitive to major
rating "errors” on single words--cases where a valid word
is rated lower than an invalid word in the same time area. If
the carrect word in the starting area 1s very poaorly rated, a
best-first search trom the higher-rated alternatives will
cdevelop a very iarge search space, and backiracking ail the
way o the initral sncarrect decision will be very expensive
and unlikely,

Two means of overcoming this shortcoming exist
First, in the limited-breadth-first search, the N top rated
words 1n an area are used 10 begin searches, and as long as
one of these 15 carrect, rocogmbion 15 Apt preciuded  Tha
second aiternative 15 to identity multi-word segquences af
word hypotheses that are most probably correct as the
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starting islands in an island-driven strategy. In comparison
with single-word islands or left-lo-right single-word starting
hypotheses, muiti-werd sequences are more reliable for two
reasons: under certain generaily applicable conditions, the
credibility of a sequence hypothesis exceeds that of a single
word hypothesis and, secondly, the retiability of a validity
rating for a sequence s grealer than that of a single word
hypothesis.

To substantiate this conjecture, consider the folipwing
average rank order statistics for initial islands based on the
three different approaches. These data were collected over
34 training utterances, with each isiand generation strategy
applied to all utterances. The average sentence length was
5.5 words. The left-to-right and the single-word island-
driven strategies have the same ranx order statistic which is
2.6 (i.e, there are on the average 1.6 islands with ratings
better than the correct one). it is interesting te acte that in
none of the 34 utterances dic the left-to-right strategy not
hypothesize the correct word n the initial uiterance
position; the average number of words hypothesized for the
initial position was eleven worgds. The average rank order
statistic for the muiti-word islang strategy, if ore utterance
is eliminated in which the ramk orgar 15 30, is 2.0; the
average length of the best correct multi-worg isiand is 2.3
words, where the average number of correct words
hypothesized bottom-up is 3.0;

A MULTI-LEVEL ISLAND-DRIVEN STRATEGY

The strategy found 1o be most effective in the
Hearsay-Il system {as applied to a 1000-word votabulary
with an average ward fancut of 33) is to select muiti~word
sequences of word hypotheses as starting islands for
syntax-level processing, This strategy introduces a new
lavel of hypothesis, the word sequence, between the
conventional lexical and phrase levels. A word-sequence
hypothesis 15 a concatenation of one or more word
hypotheses. [n contrast with a phrasal hypothess, a word-
sequence hypothesis is c¢realed before lhe syntax-ievel
knowledge sourte begins its work, and may not be
- grammatical {1.e, it may represent a sequence of words
which does not appear in any senience in the language
defined by the grammar).

The decision te create word-sequence hypotheses
arose from the realization that the combinaterial space of all
possible seguences of word hypotheses, generated as a
rasult of the word-spotting scan, ¢can be reduced snarply by
applying a computationally inexpensive filter to the data.
This filter is based on simple kinds of grammalical and co-
articulation knowledge aboul which word pairs are possible.
The grammatical constraints are specified thrpough a square
bit matrix, whose order is the size of the vocabulary; each
entry {i,}) in the matrix indicates whether word ) can follow
word i in the grammar. If two words can follow each other,
they are called “language-adjacent”. The co-articuiation
constraints are specified through another square matrix,

whose order is the size of the number of phonemes. Each
entry (i,j) in the malrix indicates what type of acoustic
segments are aliowed in the juncture belween two words,
the first word ending wilh the pheneme 1 and the second
word beginning with phoneme |. The appendin contains 3
more detaled description of how the co-articulation
constraints ars implemented. [f two words pass lhese co-
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articulation conslraints, they are said to be "lime-adjacent™
A word-sequence hypothesis always consists of word
hypotheses which are parr-wise language-adacent and
time-adjacent.

Consider a pair of word hypotheses that are
language~ and time-adjacent, If there 15 a third hypothesis
that s language- and time-adjacent, either fo the lelt of the
first word of the parr or to the right of the second, it can be
concatenated onto the pair ta torm a three warg hypothesis.
This action of extending couid be repeated {efiward and
rightward) until there were no more pessible extenswons, [f
there were many altermative extensions al each point, this
process would resylt in the creation of a larger numoer of
partiaily similar word sequences. However, it is clear that a
sequence of more than 'wo words may not ba prammatical,
since  tanguage-adjacency s defined only between
successive two word pairs. The determination of the
grammaticality of 2 sequence by the syntax-level knowledge
source is a relalively expensive operation (between .l and 1
seconds on a POP-10 XALQ) thus, there is a bias against
creating word sequences which have a high probability of
being incorreoct.

The factors which are af interest in daciding whether
a word sequence is good are the iength of the sequence, the
ratings of its individual word hypotheses, and the number of
other word hypotheses competing (overlapping in time) with
each of them. The best starting island is the longest one
which has a very high probabiity of being correct, with
correctness taking precedence over length; correctness is a
function ot both individual word validity raling and the lack
of simitar alternative sequences. These tonsiderations led
to the following algorithm for sequence creation:

(i) The 30 highest-rated werd hypotheses anywhere
in the utterance are chosen as initial one word sequences.
Those with ratings less than some cutoff are discarded
uniess doing so wculd leave less than five, in which case the
five top words are kept.

(2) Each initial sequence is assigned a competing
sequence count (CSC) of 1.

(3) For each current sequence, the sets of ali word
hypotheses left-{rignt) language- and time-adjacent to the
beginming {ending) words of the sequence are founa. f the
current sequence has CSC=N, and R right-adjacent words
are found, then a rignt extension would have CSC=iisR,

(4) Only those extensions whose average word ratings
exceed a cutotf provortional to the square root of TR are
formed. The direction chosen for extension is a funclion of
CSC count far the direclion and the validity of the highest
word that remains to be extended in the specific direction,

(5) Steps 3 and 4 are repealed in a recursive manner
until no more extensions can be formed.

Ail sequences thal are generated as a result of this
process which are subsequences of anothar sequence are
discarded.

This algorithm produces a large number of potential
word sequences, usuaily betwean 10 and 100. The cost of
validating them all for grammalicality is expensive. Thus,



anather level of filtering is performed, based on & rating
attached to each word sequence. The rating of a sequence
is an increasing function of these guantities: (1} the
duration-weighted average word rating, AVGRATE, computed
by summing the product {word's rating)s{number of syliables
it contains) over all words in the sequence and then dividing
by the number of syllabies in the sequence; {2} the duration,
DUR, computed as the percent of the utterance’s syllacles
contained in the sequence; (3) the number of words in the
sequence, NWORDS, The rating function is

RATE = AVGRATE + 0.] = NWORDS * AVGRATE + 0.5 = DUR

The highest rated word seguence plus word
sequences whose rating is some epsion sway from the
highest are chosen as candidates for turther evaluation. In
addition, another crierta 1s employed to choose sequences
tor further evatuation: it at all possible, there shou!d be at
least one word sequence for each area of utterance; the
time areas not covered by the highest rated word-
sequences are the areas that are attempled 'c be coverad
by lesser rated word-sequences. Word sequences not
chosen by this filtering are not discarded but rather are
heid in abeyance until either processing later on stagnales,
or an existing word sequence candidatle has been found to
be ungrammatical or canno! be successfully extended; in
these cases, these poorer-rated sequences  are
hypothesized for consideration by the rest of the system,

This process of word sequence gereration for the 34
utterances results 1n an average of 8.1 nitiai candidates,
with an average of 6.6 more candidates being generaleg
during the run.

The basic result of this algorithm is the identification
of sequences of time-adjacent and language-adjacent words
whose crecibiity s high. Although a iarge propertion of
these seguences may nol be grammatical, very faw highest-
rated sequences are ever incorroct (unless no successive
correct word pars are hypothasizea). Furthermore, the
computation of CSC biases against forming long sequences
except where the chance occurrence of a language-adjacent
parr is small; thus, in only ten percent of utterances does a
highly-rated incorrect  seauencs  contain a  correct
subsequence of lerglh greater than ome which does not
occur in a longer correct sequence. In such a case, If the
grammaticality of the incorreet fong sequence is rejecled by
the syntax knowledge source, a decomposition of the
sequence into two maximal subsequences occurs; these
decompositions will be hypothesized subsecuentiy :f rated
sufficiently high. This is a form of backtracking and,
therefore, is subject to the same weaknesses as other
backlracking search algorithms, In this case, however, the
probability of a false itial island has been greatly reduced.
As a result, the chance of a totaily frutless search is
correspondingly reduced.

The etfectiveness, in terms of both total system error
rate and amount of search performed, of this multi-word
island approach over both the leit-ta-right and single-word
island-driven strategres 15 ndicated by folicwing statistics;
the overall error rate for the three strategres is 677, 477
and 547, respectively. In the ten sentences that were
recognized correctly by all three strateges, the average
number of pnrases hypothesizes are 47, 68 and 68,
respectively.
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COMCLUSION

The multi-word sequence generation procedure is a
key knowledge sources in Hearsay-Jl. By exploiting the
redundancy  of the language to identify plausible word
sequences and, incidentally, tncreasing the probability that a
vaiid starting island hypothesic will be more highi.y rated
than an incorrect one, this soyrce of knowledge provides
very reliable and usefyl knowledge to direct the owverall
search. In our opinion, this knowledge source is a
paradigmatic exampic of the effective use of redundancy

and statistical sampling to achieve a reduction of uncartainty
in probiems characterized by fuzzy and partial intormation.
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APPENDIX

This appendix describes the word pair adjacency acceptance
procedure (JUNCT) developed for Hearsay-il, the knowiedge
it uses, and the current results. Such a procedure must be
computationally inexpensive, making decisions on hundreds
of pairs of hypothesized words. [t must rely upon
knowledge of word junctures and upon the nformation
contained in the segmental transceipiion of the spoken
utterance. And it must reject as many mcorrect pairs (word
pairs not actuaily spoken) as possible, without rejecting any
of the correct pairs,

As input, JUNCT receives a pair of word hypolheses. If it
determines, based upon the times associaled with the
hypotheses, the juncture ruies contaned in the procecure,
and the segmentai description of the spoken utlerance, that
the words are adjacent, the parr is accepted as a vahd
sequence; otherwise it is rejected.

The word junctures upen which JUNCT mus! make its
decisions fall within three distinct cases: {1} Time-tontiguous
hypotheses: Words which are time contiguous are
immediately accepled by JUNCT as a possible sequence; no
further tests for adjacency are performed. (2) Overiapping
hypotheses: When two words averlap in time, juncture rules
are applied in the context of the segmental interpretation of
the utterance to determine f such a juncture is allowabte
for the word pair. (3) Separated hypotheses: When the
words are separated by some interval of time, ruies are
applied, as in the overlap case, to delermine whether tha
pair can be accepted as a valid sequence in the utterance.

The juncture rules used by JUNCT are of two types: (1)
allowable overlaps of worg end- and begin-phonemes, and
(2) tests for disallowed segments within the word juncture.
A bit matrix of aliowable overlaps 15 precompiled inte the
procedure, and is indexed by the end- and begin-phonemes
of the word pair. Any overlap junciure involving phonemes
which are not allowed tc share segments is rejected by
JUNCT. In the separation case, as in allowed overlaps, the

segmental description of the spoken utterance is examined
in the context of the end- and begin-phonemes of the word
pair to determine if any dicallowed sezments are present in
the juncture. If such segmenis are found, the word pair is
rejected. Only when a word pair passes all rute tests which
appty in the segmental context of ifs juncture is it accepled
as a valid sequence.

Exampies of allowable phoneme overlaps are the following:

(1) Allow words to share a flap-like segment if one of the
juncture phonemes is a stop, (2) Allow nasal-line segment
overlaps tn nasal-siop phoneme junctures. (3) In a
tricative-stop  phoneme  juncturs, allow sharing of
aspiralions, fricalives, siences, and tlap-like segments.

Examples of non-allowed segments in a juncture are the
following: (1) Do not allow a vowel segment in any juncture
{averiap or separation), unless it is a vowel-vowel phoreme
juncture. (2) Do not aliow & {ricative segment in any non-
fricative juncture,

Current Resulls

Stand-alone performance evaluation runs wera made over
60 utterances using words generated from files produced by
the Hearsay-ll werd hypothesizer. Syntactically adjacent
pairs of words whose ratings wera 40 and above (on a scale
from O t{o 100} and whose times {left-word end time and
ripht-word begin fime) were withtn a 200 mitisecond
interval were cansidered. Ail ot the words used for testing
the procedure were hypothesized "bottom-up” in Hearsay-1];
no grammatically based predictions were used in the
evaluation runs. Table | syummarizes the pertormance of the
JUNCT procedure.

It is expacted that, as lower-lavel spurces of knowledge
provide more accurate times for word hypotheses, the rules
for acceptance of valid word pairs may be tightenad, further
increasing the speed and performance of Hearsay-IL

CORRECT INCORRECT
WORD PAIRS| WORD PAIRS TOTAL
ACCEPTED 188 (95.4%) | 2891 (41%) 3079 (w29
REJECTED 5 (2.59 4224 (599 4233 (58%)
TOTAL 197 7115 7312
Table 1. JUNCT performance (60 utterances)
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Word Verification in the HEARSAY 1l Speech Understanding System
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ABSTRACT

A key problam for speech underctanding systems is
the veritication of word hypotheses gererated by various
knowledge sources in the system. in this paper we will
discuss the general problem of werd verificalion in speech
understanding systems. A description of our matching
algorithm for word verifitation wnich is based on thal used
in the HARPY system, a pgeneral connccted speech
recognition system (Lowerre, 1976), 1s ziven. An example of
the verification of a2 word hypothesis using this algarithm is
presented. Problems which arpse in anplymng this technique
to verification of ingividval words in a connecied speech
understanding system and their sclutions are discucsed. A
performance analysis of the verifier 1n terms of accuracy
and speed is given and direclions for fulure work are
indicated.

INTRODUCTION

Word  verification is the evalualion of word
hypotheses in speech understandmg or recognition systems.
The aim of this evaluation is to decide which hypotheses arp
worthy of further processing by other parts of the system.
This evaluation is generally performed by measuring how
closely a given word malches ils predehined representation.
The representation and the malch of the acoushic signal may
be performed at various representaticnal levcls such as the
parametric, phonelic and syllabic. Since errors  are
introduced and propagated as informalion s encoded from
the paramelric to the syllabic level, accurate matching
becomes increasingly ditficult at each successive level of
abstraction. However the computation time for malching
decreases since there are tewer match elements each
containing more informalion.

Words may be hypothesized from many diverse
sources of knowiedge not solely based uponm acouslic
evidence. If 57 to 87 of the vocabulary is hypolhesized lor
each word position in the utterance (ihe current HEARSAY
bottom-up performance), the wverifier must distinguish
between 50 to B0 competing word candidates in a 1000
word vocabulary, Even with significant improvements in
word  hypothesization ({ie. decreasing the efflective
vocabulary hypothesized to 57 per word position), as we
move to systems with large vocabutarics { ~100,000 words
see Smith 1977) the number of potentral verifiable words
remains quite large.

The wverificr must assign a likelhood score which is
commensurale with the malch between the undertying
acouslic data and the phonetic déscriphion of the word. The
goodness of a score may be orly temporaity significant so
the scores should rank order the competitive words in any
time area such that the correct word is high in the ordering.

Besides this acceptance criteria, it is also necessary
tar the verifier to reject absoluteiy a large percentage of
the hypothesized words, without rejecting  sigrificant
numbers of correct words, in order to constrain the
combinatoric explosion of hypotheses at higher lavels.

THE HEARSAY ENVIRONIJENT

Ward verification is performed within HEARSAY 1l in
the following environment. Word candidates may ba
supplied from a bottom-up word hypothesizer (POMOW)
based on acouslic information or from a top-down syntax
and semantics knowledge source {SASS) based on syniachic
information and constraints proviced by the grammar.
POMOW (Smith 1976} prowides word hypotheses which have
reasonzble underlying acoustic support over a ocefinile
portion of the utterance. The times supplied are used ta
guide wveritication but do not preclude change. SASS
(Hayes-Rath  1977) provides words whieh  can be
characterized as being syntactically plausible in a particular
time area of the utterance. No pruning is perfarmed
according to the credibility of the underlying acoustic
infermation.  Since these words are aiways hypothesized
based on a previously verified word or from the boundaries
ot the utterance, oniy one time is known. This requires thal
the verifier must not onty rate the hypothesis, but mus! also
predict the missing time. [n addition, since words may be
predicted to the ieft or right of a verified word, the verifiar
must have the abiiity to malch words in both direclions.

HEARSAY operates under the hypathesize -and-test
paradigm to produce many compeling hypotheses which
overlap in time. Eazh word hypothesis must ba verified and
assigned a rating before 1t can be used by other scurces of
knowledge. Each of these verified hvpotheses can in turn
be used as seeds to generale new sels of syntaclicaily
plausibie words. A measure of the fan-out from each word
is the effective branchung factar ot the REARSAY I[ grammar
{Goodman 1976} which is s between 5 and 15 Thus
regardiess of the scoring performance, a verifier must be
computationally efficient in order 1o be useful in this typo of
system.

VERIFICATION MODCL

WIZARD can be decomposed intg thrae major parls:
word networks, a segmentation of the utterance, and a
contral structure which imploments the matching algorithm.
First, each word in the laxicon s represented by a statically
defined network which embacies allernale pronunciations of
the word. Each node in the word nefwork represants a
phone and arcs indicate successor/predecessor relationships
between phones.

This work was sunoorted by the Defense Advance Research Projects Agency undar
contract F44620-73-C-0074 which is monitared by the Air Farce Office of Scientific

Research.
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Figure 1 gives an example of the network for the
word ABSTRACT. These networks are stored as a static
data structure in a packed formal, The wuniform
representation of words by a single network whith
embodies all speech dependent knowledge gzives severai
advantages over other approaches. First, the generation of
proper nelwork descriptions can be handled on a case by
case basis without the need ot a generai theory for all. This
also eliminales the need for speciai case sglubons when the
general theory fais or is tound incorplete. Tools are aiso
available to generate word descriptions and tune the
acoustic-phonetic templates {Lowerre, 1976).

The acoustic informalion 15 a segmentation of the
utterance where each segment is represented as a vector of
phone probabilitics, WIZARD benehts from the use of the
same templates and segmentation as the HARPY syslem
(Lowerre, 1976). As in HARPY the phone probabilities are
distance measures belween each segment and acoustic-
phonetic templales in the phonetic dictionary. This vaive is
& scaled log fikelihood measure (since the probabihties do
not sum fo 1) and is used direclly in computing the word
matech score over the given segmonts, WIZARD uses
approximately 90 templates to ¢cover all phonetic variations
in its 1024 word vocabulary.

The last component is the dynramic matching algorithm.
Although there is no speech dependent knowledge embodied
in this modute, several heuristics are empioved to find
optimal starting points and to choose the bes! final segment,
These heuristics are cistussed in the following section on
implementation issues.

Figure 3 iillustrates the matching of the word
ABSTRACT to ten segments of an utterance. The maich
score for any phone [ min the Tth segment can be caiculated
from the following:

M - Min{Myv_ ) ¢+ P

Wh;re M1 Jig the best]’;atch score in the previous
segment for photie }where

J=1 or
J precedes Iin the nelwork

and P;q is the acoustic malch score of phone [ in
segmant T 7

Figure 2 gives the phone probabilities for each phone
in the network in each of the segments over which the
match is performed.

Those scores in Figure 3 marked with * indicate the
best path through the mapping. The begin time of each
segment is given, along with lhe segment number, on the top
of the figure. The le!t side is fabeled with each phore in
tHe network. Entries in the tabte of o indicate that a pnone
mapping to that seament is not allowed. The final mapping
is given at the botlom of the figure. The final malch score
of 40 is the score of the best phone which transitions into
the final state 1 plus the acoustic maich probaoility of ]
which is defined to be zerp. This represents the score of
the best path lhrough the network. This score would be
normalized (by the number of segments mapped -1} o % and
would receive a HEARSAY score ot 90 out of a possicie 100,
Olher paths can be faund by tracing bacw trom the olher
tour possible ending phones: « (43}, - (36}, OX (65}, and -
(46).

IMPLEMENTATION [3SUES

Initially several problems arpse while integrating this
knowledge source intc HEARSAY I The following is a
discussion of the @oroblems addressed during the
implementation ot the venfier. First, sincg we were ceaiing

with single words and attempling to verify them as il they
existed n isolation, many of the consiraints proviced by
word  juncture  rules and syntaclic knowledge were

unavailable for use. In light of the power ihat these
constraints give to simifiar systems {Lowerre 1976} wouid
verification be tractable?

Words couid be hypothesized bottom-up  with
incorroct times. This meant that procedures had to be
employed to search the segmentation for the local best

starting and ending point around the given points. Words
predicted top-down always had a missing hime, and
procedures for predicting these himes accurately had to ke
developed, Problems in the generation of end and begin
times of words which share vowels often cause valid word
pairs to be rejected by higher level knowledge sources.

The conversion of internal match scores to HEARSAY
Il ratings whie maintaining consislency of the ratings
proved to be a major concern when it was noticed that the
average internal ratings for words varied considerably
depending on where in the utterance the words occurred.
The notion of rank order of the word with respect to its
competitars rather than absolute score proved to be
unimpiementable in practice. While useful in stalic tests
outside of the system ac a measure of perfarmance, a rank
arder scheme whichy assumed all competitors in a particular
time area were avaluble to be rated al the same time, or
remembered al some later time, proved intractable.

It has been noticed by other researchers that short
function words such as on, the, of, to, in, tend to be
hypothesized at many places in the utierance, with good
ratings and arn mosi often false alarms. Qur exparience was
much the same and we chose to attempt te handle this
problem directly rather than pass it on to the higher level
knowledge sources.

SOLUTIONS

Several modes af verification are supporied within
WIZARD. Each represents a partial sclution to one or more
of the problems outlred. Mon-pad mode uses no heuristics
to determine the boundaries of the match. The predicted
beginfend fimes are mapped directly into their respective
segmenis  and  verfication s performed across thoce
segments. [t takes approximately 80 milliseconds of CPU
time on a PCP-KALQ to perferm matcning in this mode.

Pad mode was added %e handie the proiblem that
bottom-up times may be incorrect. This mode is currpntiy
used to verify all bottom-up hypothesis, in this mode the
begin/end times are mapped into segmanis as in non-pad
mode. Then a orc segment uncertanly 15 allowed during
the matching. Thus if 8 is the begin segment, £ is the ena
segment, segments B-1.8/8+] are allowable starfing points
for the match and E£-1/E-E+-1 are the ailowable ending
painis. The nine paths between the boundary segmenis are
evaluated ia paralle] by moegifying the boundary conditions
in the matching aigorithm, As a resul! WIZARD must
backtrack from each of the final end segments in order fo
find the correct begin segment associated with the path.
This 1s necessary so that the begin time of the segment can
be returned as the begin time af tha word and to deternuna
the path length (numner ot phones on the path) for scoring.
This mode takes aboul 100 mithseconds of CPU time on the
POP-¥A10 and 1s about 35 times facter than exploring each
of the nine paths in non-pad mode.

As we have mentioned before it is necessary to
perform verification woare only ocre of the word times is
known  Two precgiction modes are implemented in WIZARD,
one where the end hime is unknown (righnt) and the other
predicts a missing beqn time {left). As in pad mode a one
segment window 1o evaluated arcund the given starting
segment, Then each cuccessive segment 1s malched and the
malch score is computea as if the match were enaing in that
segment. The scores are orderee and lhe score for tha
best path 15 returneg alonz with the missing time. Several
heuristics are used to prune the number of end sagments
actuaily looked at as possible end states. This is the most
compulalionally expensive of the ver:ficaiion modes taxing
about 16Q milliseconds per verdication on a POP-XAI0
processor,

Several experments were performeg to deternune *the
best way !0 normanze the matzh scores. The techngue
empioycd was to wver:ify aporoximately 10200 bottom-up
word hypotheses from 60 ullarances, normanze the scores
and caiculote the average rank order of the corroct words,
The rank order gives the number of incorrect words that



wereg rated as high as, or higher than, the correct word.
This ordering s a mecasure of how many words per word
position must be considered by the top level knowledgpe
sourtes in order 1o have confidence that the corrpet word is
present, assuming 1l has been hypothesized. Mormalizing
the scores by the time duration of tre word amphficd the
problem of function words recening unusually good scores,
More complex normalizalions based ©n non-lnear time
scaling were also rejected.  Segmental normaiizahions
employing penalties for mapping the same phone into many
successive segments proved o be foo tme consuming in
light of the benefil derived. Currently, predict mode scores
are normalized by the number of sezments in the match
path N while the other modes are nermaiized by N-1. These

normalizations are compulationalty simpie and
emballishments iried to date have not performed
significantly better.

The conversion of internal WIZARD scores to

HEARSAY [l hypothesis ralings was accomplished by
conducting a statistical analysis of correct/incorroel word
ratings over approximately 50000 verfications. By Kknowing
the distribution of corroct and incorrect words over each of
the internal score wvalues f{dynamic range of 64), a
corresponding  distribution ot  HEARSAY scores  was
calculated. The HEARSAY score distribution allows lor the
absolute rejection of verified words. This threshold was sel
so as to reject no correct words.  Scores above that
threshold were distribuled so as lo capitalized on the
distributions of the correcl words. Several tradeotfs are
possible here. If one requires that no potentiat correcl
words be rejecled then WIZARD was able to reject 127 to
197 of the incorrect wards hypothesized. On the cthar
hand if it were possible for the sysiem 1o perform with a
small number of the correct words being rejected, a higher
percentage of incorrect words couid be rejected. Allowing a
67 rejection rate of correct words approximateiy S17 of the
incorrect words can be eliminated from consideration by the
higher level knowledge sources.

To aid in compensating for the apparent temporal
difference in word stores, the acoustic maich probabiities
generated by the segmenter were normabized such that the
score ot the best phone in a segment had the absclute best
match score. This alieviated the probiem and improved the
reliability of the normalized maich score while leaving the
rank order statistics unchanged.

RESULTS

The results summarized in Figure 8 are for five data
sets, conlaining 100 utlerances, in which 332 correct words
were hypethesized boliom-up by FPOMOW. In addition,
13053 incorrect words were generated. The vocabulary
size for POMOW and WIZARD was approumaltely 550 words.
WIZARD rated each of the words using  pad mode
verification, For each rating threshold (15,10} the number
of correct and incorrect words thal were accepted or
rejected is tabulaled. From this data the number of words
hypothesized per word position, and the percent of the
voeabulary per word position, can be calculated. These
numbers give a vocabulary independent measure of
performance, allowing comparisons belween varipus sysiem
configurations. An average rank order of the correct word is
provided which measures, at each threshold, the number of
words in each word position that must be examined in order
to include the correet word. The range ©f rank orders
between the data sets (20 utterances/sel) is also noted.

DISCUSSICN

The major direction of this work is the appiication of
the HARPY network representations to the ver:fication of
single words in a connected soeecn understanding sysiem,
This includes the modifications to allow the warious
verification modes dictated by the HEARSAY i system
strategies. We feel thal WIZARD mawres an important
contribution to the owverall pertormance of HEARSAY |i and
forms a groundwork upon which more sophisiicaled veritiers
can bs developed.
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Several probiems with the current word verification
system can not be solved within the existing framework,
Future work is required in the following areas. New
schemes for normatization ot scores have been proposed to
tmprove the performance tn seamentations having many
very short fransition segments. These segments in generat
have paor ratings and often degrade the composite word
sCoro.

Although we feit that the matching algorithm was
compulationally etficient when first implemented, as system
strategies evolved it was found that a significant portion of
recognition time was being spen! in verification, A sizable
increase In speed can be obtained by coding cartain of the
inner loops in assembly language. Other impiementation
ortented optimizations may be neeced.

A most usetul addition to WIZARD woutd be the ability
te verify sequences of words by aynamic generation of
multiple word networks. These networks would embody the
appropriate word junctura rules and would aliow WIZARD lo
rate phrasai hypotheses directly rather than having cther
knowtedge sources calculate a compasite score from the
individual word scores. Alang these lines, perhaps as a first
step, it is necessary to handie word junclure problems
which cannot be stalically encoded in the singie word
nelworks themselves. These juncture problems are a major
cause of incorrect times on word hypolheses.

It will be necessary to augment this word verification
system with a component to perform more direct signal
matching. The purpase of this addition is to disambipuate
competing words which have good WIZARD scores in the
same time area. We propose to extract word templates at
the paramelric level and perform malching using Itakura’s
method (Itakura, 1975). The philosophy here is to store
templates for a small number of potentially difficult words
rather than synthesize the templates by a rule-based
system. This time comsuming matching would be perfarmed
when indicated by higher sources of knowiedge.
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The d Model of Signal Detection Applied to Speech Segmentation
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Abstract The statisticat measure, o', from Signal
Detection Theory, [Swe64] has been shawn to parametrize
the “detectability” of signal over noise in a wide variely of
perceplual situations. Its usefulness s extended to the
problem of quantifying error rates for segmentation of
continuous speech. It has offen been impossible to
accurately compare different machine techniques for
segmentation since errors occur as erther missing or extra
segment boundaries whose rates arc related by infernal
decision thresholds. The basic d' model 1s shown (o
accurately (>957 confidence) describe the missing versus
exira segment trade-off found in at ieast one, non-trivial,
speech segmentation program. {Gol75]

Introduction The last few ycars of computer speech
recogmtion research have produced, among other things, a
number of techmgues for machine segmentation of the
speech signal info phonetic (or acoustic) units. [e g. Dix75,
Bak75, Goi78) The difficuities involved 1n evaluating and
comparing the performance of segmenters seem {0 cecur in
two areas. First, one must atguire a defintion of the
"correct™ segmenis for some large set of data. This is
usually done by hand, although some automatic techniques
are available* Since the preduction  of  “correct”
segmentations  and  thewr  comparison  with  macrine
segmentations (e.g. What amount of mis-alignment, etc.
should one allow?) involve a number of inguistic as well as
recognition system-specific 1ssuss, we will not deal furiher
with these problems here.

However, a second problem is that segmentation
errors oceur in two types: missed boundaries (segments)
and extra boundaries {segments). There 1s clearly a frade-
off between these two types of error, but we have rot
understood it well snough in a quantitative sense to
compare  different  segmenters {or even the same
segmenter "unec” to a different point of the M/E trade-
otf). What was needed was a model of this lrade-off which
yielded a single, comparabie measure of segmentation
efficacy for any set of data with errors marked missing or
extra. Such a model is provided by Signal Detection
Theory. We wilt show that the theory agrees quite well
wilh the resuils of a sel of segmentation trials run to
explore the M/E trade-off,

*The Harpy speech recognition system [Low76] can be
forced to the correct words. This produces a "best" fit of
the system’s acoustic and phonological knowledge ioc the
signal. When a very fine graned fit is mage {average
acoustic segment duration, 30 ms.), the resuiting phonetic
segments are very close (o those produced by humans.

Sgpal Detection Theory The theory of Signal
Detection, as formulated by Tanner, Sweks, and Green,
[Tanb4, Lic643] is primarily applied to detection trials which
may be considered similar to the segmentation process. A
detection trial presents a stimulus, which may be composed
of noise cr of noise and some known signal, and requires a
decision to be made about the presence of the signal, This
Is not unbke the decrsion process resuiting in the
placement of a segment boundary based upon local
informatron only. [t 15 assumed that the a priori likehhoods
and costs of various errors are known to a decision
process which senses and passibly transforms the stimulus
inte some infernal signal space befare it yields a decision
on the presence of the signal. The deteclor’s sensory data
is considered, in this model, to be reduced o a single
decision parameter. An oplimai one, according to dectsion
theory, 15 the ratio of the probabilities of twa hypotheses
-- that the input stimulus was signal plus noise or that it
was noise alone. A sinple threshold on this single
parameter may he placed to oplimize the expected costs
given a priori likeiihoods, costs of misses, false alarms, etc.
Figure 1 represents such a hypothelical infernal decision
parameter, L,

Noise Signal

AR

threshold

L —

missed extra

Figure 1: Signal Detection Mode)

Very simply stated, the model assumes a single
decision  parameter, L, which may be any senscry
measurement one wishes, The distribution of L values for
the two types of stimuly, cignai-plus-noise and noise-alone,
are assumed to be normal (with equal variance in the
simplest version of the model). Their means differ by o
times the <tandard deviation. Rates ot "hit" and ™alse

Reprinted from 1977 IEEE Conf. ASSP, 65U-662,
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alarm” -~ Pr{accept|signal] and  Pr{accept|noise}
respectively —- are sufficient to determine the least d* for
which an optimal decision process can display the observed
rates. When the hit and faise alarm rates ars plotted
against one ancther for a number of sets of trials where
the detector’s acceptance threshold has been altered, a
response operator characteristic {(ROC) curve is obtained
(see figure 2).

1.0
Pr{accept 5_|
| signal}
0 I
o 5 1.0
Pr{accept | nose}

Fi{gurc 2: Typical ROC Plot

The theory states that the curve s totally

determined by d. When the axes of the ROC curve are
transformed by the inverse function of the Normal
distribution function, the curve is approximately a straight
ling with  siope=sigmalnoisel/sigmalsignal) and  x-
intercept=d’. [Egabd]

This theory has bean most often applied to detection
trials to provide estimates of the detectabilty of the sighal
as it appears in a human perceiver's internal sensory
signal space. The estimate of d" provided by the signal
detection model may then be compared with well knowp
properties of visual or auditery signals to provide a bound
on the efticacy of the perceiver's iransduction process --
the sensory channet.  While the main thrust of its
appticalion is not relevant here, the signal detection model
and the dimensionless measure o' can be used as a
normalized measure of segment boundary detection that is
relatively unaffected by adjustments in the proportion of
missing versus extra segment errers, Furthermore, the o
value, once estimated, may be used {0 predict the entirs
response~operator characteristic.

Segmentation The results reported here are, for the
most part, obiained from a segmentation program written
for a comparison study of parametric represeniations
[Gol75] and used for a while as the initial signai-to-symbol
stage of the Hearsay Il speech understanding system.
[Erm748] A short description of the segmenter is therefore
called for,

The signal amphtude, and measures of signal and of

amplitude change,** (each measured over bolth 10 and 30

“S:gnal change 1s typically a palttern recognition match
score,
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ms. intervals), are input. Speech is separated from silence
and from near-silence, and flaps are detected by their
amplitude contours. Then the measures of change are
inspected for significant peaks (possible boundaries). The
union of all such detections i1s processed by a correction
rautine to merge multiple boundaries caused by the same
underlying phonetic change. The program has two
advanlages for this study. First, the inpul parameiric
representation s easily changed, and second, the internal,
segment detection process is easily tuned along the M/E
trade-off.

Results from this program were compared with a
"corrected” hand segmentation. Tha! is, the machine
segmentation was compared to a phonemic-lavel human
segmentation for discavering missing segments, and to a
finer-grained phonetic-level segmentation for discovering
extra segment errors.

Results The first experiment validates the Signal
Detection model assumption of two (nearly} normat
distributions in a signal, hypothetical decision variabie. A
set of 40 sentences with 1093 phonemes and 1541
phonelic segments was segmented seven times. Internal
threshalds were wvaried to  produce segmentations
perfarming over a wide range of the M/E trade-off. The
resultant error rates are plotted on a normal-normal grid
in Figure 3. A least-squares regression fit a line with
slope=1.00 {(Noise standard deviation / Signal standard
devialion}, and x-intercept=2.25 (d' -- the separalion of
the means of the two distributions).

Pr {accept | noise}

02 a? 18 ai 5
98 l } |

Pr {accept
| signal}

Figure 3: The M/E Trade-off

The line is the ROC of the segmenter with this
particular parametric representation, “correct” segment
definitions, etc. for alf M/E trade-off tuning.

A second experment, run with different input
parameters, gives a measure of confidence in the d'
estimates. When the 40 sentence were divided into 10
groups, and estimates of d' made for each group, the 957
confidence interval in d” was found to be +- 0.14 {i.e. the
estimate from 4 sentences fits the d' computed from all 40
within the confidence interval), Since this interval is
considerably smailer than the differences found between
segmentation programs, or  belween input parametric



representations, we teel such comparisons arg meaningful
using d’. For example, four representation of the signat
were tested [Gol75] yielding d° values from 1.29 to 2.38.
Furthermore, published resuits of two other segmenters
[Bak?5, Din75] allowed estimates of d’ to be made of 2.26
and 2.73. The ordering of all these segmentation runs
agrees very well with our intuitions about the programs, as
well as with the (somewhal sparse) resuits of speech
recogmtion use of them,

Conclusions We believe tha! the model provided by
Signal Detection Theory, and particularly the d° parameter
of that mode), offer a highly suitabie and attractive
measure of segmentation efficacy, and a means of better
understanding the M/E trade-off. Different segmenters,
conforming to needs of differenl speech recognition
systems, can be quantitatively compared, and their
performance under different "tuning” of the M/E trade-off
can be prodicted.
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ABSTRACT

This paper summarizes initial development ot a system
for visual and verbal data acqusition in the cartography
task. Visual input and output is provided by a grapbhics
tablet in conjunction with a graphic dispiay terminal. Verbal
input consists of sequences of ccmmands and map tfeature
descripfors which are recognized by the Harpy speech
recognmtion system. An important and interesting aspect of
this research involves the design and analysis of
vocabularies and grammars for tasks of this nature.

INTRODUCTION

The cartography tash is an interesting application in
man-machine communication combining several forms of
input. It is a practical task, used daiiy by map makers, and
has a well defimed protocol. In this fask features are
selected and traced from a map and further described by a
sequente of descriptor phrases. The graphical inpult s
obtained using an x-y coordinate input device, such as a
graphics tablet. In currently used cartography syslems, the
textual descriplions are entered via keyboard. This paper
describes the VICS system, a cartography system in which
conrected speech input replaces keyboard input. VIC3
stands for Voice inpuf Cartography System.

This project was undertaken because it represented a
practical and usefut apphication for speech input of sufficient
size to be interesting, but small encugh to be feasible. An
importan! aspect of the research is the pursuit of a
methodology for languame design for man-machine voice
communicaticn.  Interaction wdh the user is sufficiently
fltexible to allow the investigation of several differpnt
methods of tanguage structure, from litte or no constraint to
highly constrained sequences. Furiher, since a smoothly
interacting system with adeguate response wouid have
immediate application, there 15 great potential for siudy of
the many probtems asscciated with man-machine systems.

This work was supported in part by the Detense
Advanced Research Projects Agency (F44620-73-C-
0074) and is monitored by the Air Force Office of
Scientitic Research.
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In order ta combine voice and graphical input in a
practical system, one needs 1} a speech recognition system
capable of recognizing utteramces from a language as
complex as required by the task, 2) a graphic system
sufficiently Hexible {o ailow graphical input and visual
feedback as necessary for the task, and 3) some mothod of
interfacing them so the system behaves in a way which
appears as natural as possible to the user. Two systems
designed at Carnegie-Mellon University provide the
necessary tools. The Harpy speech racognition system
(Lowerre, 1976 and 1977] recognizes live voice input with
the ability to apply grammatical constraints, The SPACS
graphic system [Greer, 1976], originally built as a stand
alone interactive graphics editor, uses a tabiel input device
tn conjunction with a graphics display terminal. Iis
capabilities include free-hand line drawing and tha ability to
create tables, tlow charts, logic diagrams, and other
schematic diagrams. The interfacing problem is sclved by

the use ot a task module in the Harpy system.

Other systems for speech input are available, The
isolated word recognition system developed by Threshoid
Technology [Martin, 1975} and the Bell Labs connected
speech system [Sambur and Rabiner, 1976] are accurate
systems, but at present lack the desired fHexibility in
structuring the grammar. Other successful systems, such as
Hearsay-il [(Erman et.al, 1976 and Lesser et.al, 1975), HWIM
[Woods, 1976], and the [BM system [Jelinek, et.al, 1975 and

Bahl, etal, 1976], have much more elaborate control
structures and were designed for larger tasks. The
overhead involved in these systems s considered

unacceptable for tasks such as this one.

THE HARPY COMWICTID SPEECH RECOGHITION SYSTEM

In the Harpy system the recognition process consists
of searchinz tor the best path through a precompiled
network, given the acoustic evidence present in the
uiterance. The search scheme uses heuristics to reduce the
number of paths considered, resulting in only a few "best”
paths being searched in parallel. The recognized utterance

The authors wish to acknowledge Ra; Reddy for
assisting in the overall design of the system, Bruce
Lowerre for creating dictionaries and designing the
task module interface, and Ken Greer for making the
necessary changes to {he graphics editer.
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15 then turned over fo a task module, 2 program whose
purpose is to respond to the user n a way appropriate to
the task. The simplest task module -would simply type the
recogrized utterance on some outpul device such as a CRT.
In more complicated cases, such as the Al abstract retrieval
task, the task module would exiract the intent (meaning) of
the utterance, consult its data base, and supply an
appropriate response, eg. "There are 17 articles on that
tepic™.

The recognition process in Harpy uses a precompiied
network which integrates syntaclic, lexical, and word
tuncture knowledge. Syntactic knowledge is specified by a
context-free grammar defining the input language. iexical
information is embodied in a symbolic phonelic dictionary
containing pronunciations and alternate pronunciations for
each word in the task languags. Word juncture phenomena
are characterized by a set of a prior juncturs rules gIving
alternate pronunciations of word beginnings and endings
based on the context of adjacent words. All these sources
of knowledge serve as inputs tc a program whith compiles a
network representing all possibic pronunciations of all
possible input utterances.

The acoustic evidence used to determine the bes!
path in the nelwork is obtained by segmenting lhe input and
extracting LPC parameters for each segment. These LPC
paramefers are matched with phone templates to produce a
metric bDetween the segments and the symbols (phones)
associated with network states. This metric 1s in the form of
the probability that the segment s an instance of tke
symbol. Probabilities are learned from exemplars taken as
traiming data,

Creating a new task for Harpy tonsists of defiring the
language, training the phone templates, and specifying the
task module. To define the language one first specifies the
grammar tfor the input language and then obtains from o a
Iist of all the words used in the language. For each of these
words a description of its allowed pronunciations is entered
into the dictionary. Thess descriptions are in terms of a
standard set ot phones.

THE VICS SYSTEM

The task module coordinates verpal and graphicai
input and controls discourse with the user, Figure | shows
a user at the graphics display inferacting with the VICS
system. Verbal mput 15 a sequence of words or phrases
which may be commands for the task module or descriptions
of the map feature. Graphic input 15 via a graphics tabiet x=
y senscr. There are two graphic input rodes: point mods
and ltrace mode. The user enfers point mode by saying
"point”™ or “"point mode", In this mode the user defines one
pasition on the map corresponding fo the location of an
feature such as a well, pond, or water tank. For more
complicaled and larger features, such as lakes, islands,
shorelines, and harbors, trace mode is entered. in this mode
the x-y sensor position is continuously monitored giving a
graphical description consisting of a set of lines. [r both
modes the graphical description s dispiayed on a CRT for
visual verficalion. Figure 2 shows how the graphics display
appears after the user has traced an intermittent siream.
At this point the user describes the faature verbally
according o the vocabulary and grammatical structure. The
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F\gure- 2. Graphics Display after tracing
an intermittent stream.
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Figure 3. Graphics display after verbally
describing tre intermittent stream,

Figure 1.

display after verbally deccribing the stream is shown in
figure 3. Figure 9 shows the display after another trace-
describe cycle describing an adjacent pord. After the
description 1s compiele the user may reject or accept it
uging voice commands, if accepted, the descriplion 15 stored
tor future use.



Stream
Intermittent,
Doubie Lire

Pond
Natural

Figure 4. Graphics display alter description
of both stream and pond.

The vocabulary for the VICS system consists of task
module commands and words or phrases for describing the
map feature. These phrases are familtar content phrases
used by map makers and are contained in a document
produced jointly by the Department of Commerce and the
Department of Cefense [U.S. Dept of Commerce, 1975}
Some exampies from this document are shown in figure 5.
We have chosen, in c¢ooperation with RADC, 691 phrases
from this document. A 77 phrase subset, used in the
descriplion of features in the class drainage, has been
chosen for test purposes. The first few lines of the task
dictionary are shown in figure 6.

The choice of grammar is dictated both by the nature
of the task, eg. the description of map features, and by the
desired user interactions, eg. user commands. A factor
relating to user satisfaction is grammatical consiraint. A
grammar with tigh constraint implies, in general, fewer
recognition errers and therefore greater sahisfaction. Care
must be taken, however, to nol consirain the grammar so
much that interaction becomes unnatural for the user.

There are several ways of mposing grammatical
structure on the phrases wiich make up the verbal
description. We are currently experimenting with two

methods, which represent the extremes of constraint. The
first method 15 unstruclured where any phrase may be
followed by any phrase, i.e. nol consiraint. This gives the
user compiete freedom to describe the map feature in the
most natural way. Since there are other methods which
allow the naturalness but also have some constraint, this
mode is used for the investigation of whal accuracies are
attainabie in the worst case.
case, then it will be more than adequate in situations with
greater constraint.  The second methed is complele
constraint, or firee-tike, where each description s
represented by a path from the root of a tree to the one of
its leaves. In this method menues representing all possible
choices at a node of the tree are shown to the user. After
one of these passible utterances is spoken and recognized,
the system uses the recogrized phrase {o move to the
appropriate new node and presenis the next menu
according to the choices at the new node. The first menuy
(top or root node) presented to the user is shown in figure

If accuracy is adequate in this.
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Figure 5. Examples from cartography feature charts.
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Figure 6. Example showing dictionary format for the

cartography task,

Roads
Populated Places
Railrpads
Culture
Boundaries
Relief

Drainage
Coastal/Hydro
Vegetation
Navigational Aids
Ports/Harbors
Marine Dangers

Figure 7. First menu presented to ihe user after
tracing map fealure.

7. This menu describes the major classification of the
feature being described. Each menu contans "restart™ and
"backup” as possible verbal commands. Restart means go
back to the reot node of the grammar tres and start the
current description zgain. Backup means move back o the
previous ncde of the tree. This command be used when a
error was encountered. As the description is entered
verbally, the recognized phrases are placed on the display,
near the graphical descriplion, for verification. The final
menu containg “ok", "accept”, "backup”, and Trestart” as
possible inpuls.



Neither of these methods for grammatical structure is
viewed as being entirely appropriate to the task. Ancther
method which we intend 19 investigale is an unordered iree-
like scheme where each description 15 a path thru a tree
structure, but phrases can be entered in any order and the
user need supply only enough of the path {o make it unigue.
A variation allows features o have certain default
attributes, eg. "river” implies “natural”. The default would
be uwsed to construct the unique deseription unless some
other counteracting choice, such as “man-made" were
mentioned.

The VICS system was first demonstrated in September
1976 after iess than a man-month of effert. Recent
emphasis has been on investigation ot various language
studies. While no extensive accuracy studies have been
made, it appears that 987 accuracies are attainable with
moderate grammatical constraint.

DISCUSSION

The research reported represents initial pregress
toward the development of a sysiem combining visual and
verbal data acguisition for the cartography task. We have
shown thal a new task can be conslructed in a relatively
short time. The system is stilt in its infancy and many
irteresting research problems remain in vocabulary anatysis
and design, language analysis and design [Goodman, 1976),
effects of language structure and user discourse, interactive
technigues, and the investigation of recognition
characteristics under wvarious vocabulary and grammafical
complexitics. We look forward to pursuing these areas of
research,
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ABSTRACT

The Harpy speech recognition system works optimally when
it "knows"” the speaker, r.e. when it has learned the speaker
dependent characteristics (speaker dependent parameters)
of the speaker. There ars three methods of learning these
parameters, One way is fo generale them from a set of
training data which covers all the allophones that occur in
the task language. A second method is to use “"speaker
independent™ parameters with a resulling reduction in
accuracy pertormance, Since it is inconvenient for a "new”
speaker to say a set of training data before using the
system and the fow accuracy with speaher independent
parameters is unacceptable, a third method has been
devised to allow the system to dynamicaiiy learn the
speaker dependent parameters while using the system. The
new speaker starts with a sel of speaker independent
parameters. These paramelers are then altered afler
correct recognition (which can be forced if necessary) to
match the spoken utterance.

INTRODUCTION

This paper presents a method by which the Harpy is abie to
adapt to non-famiiar speakers, The tirst section gives a
short description of the Harpy system, its data structures,
and its current performance. The foliowing sections discuss
the speaker variability issue and several approaches that
have been taken towards its solution. These approaches
include speaker specific tuning, speaker independent tuning,
and dynamic speaker adaptation. The last section discusses
how these averaging techniques can also be used in isolated
word recognition systems.

THE HARPY SYSTEM

The Harpy system is the first system to be demonstrated
with a vocabulary of over 1000 words. The sysiem was
demonstrated at the complelion of the five year Advanced
Research Projects Agency {ARPA} speech research project
in September, 1976, It had a sentence accuracy, across five
speakers (both male and female), of 917 and ran in about 30
MIPSS (a MIPSS is mitlions of machine instructions executed
per second of speech). Since that time, improvements have
been made in the speed of the system. The current system
runs in less than 7 MIPSS. The system is a recognition
system rather than an understanding sysiem since it uses no

semantic knowledge about the task in decoding the
utterance. However, there are several other sources of
knowledge in the system such as syntactic, lexical, word
juncture phenomena, speaker characteristics, and intrinsic
phoneme durations (see Lowerre, 1376 for complete details).

In the Harpy system, the syniactic, lexical, and word
juncture knowledge are combined together inta cne integral
network representation similar to that of the Dragon system
{Baker, 1975), The syntactic knowledge is specified by a
context free set of produclion rules for the task language.
A dictionary is used to represent the lexical knowledge.
The dictionary centains symbolic phone spellings and
specifies alternate pronunciations of the words in the task
language. Word juncture rules are also ircluded in the
network to account for inter-word phonetic phenomena.
The network consists of a set of states and inter-state
pointers. Each state has associated with it phonetic, lexical,
and duration information, The pointers indicate what states
may follow any given state. Two special states in the
network, the initial state and the final state, indicate the
starting point and ending point for all utterances
respectively. The network is, therefore, a compiele {(and
pre-compiled} representation of all possible pronunciations
of all possible ulterances in the task language. This
network is used to guide the recognilion process.

The recognition process of the Harpy system is based on
the Locus mode! of search. The Locus mode! rejects ail but
a narrow beam of paths around the most likely path through
the network. These "bes!” paths are searched in parallel
with one pass through the speech data and therefore does
not require backtracking.

The following is a short description of the recognition
process: The utterance is digitized at 10 KHz. This
continuous signal is segmented into consecutive acoustically
similar sound units (pased on distance measures of the data)
and autacorrelation values and linear predictor coding (LPC)
coefficients arg extracted for each segment. The segments
are then mapped to the nelwork states based on the
probability of match {(distance match) of the LPC data and
the expected phones ot each state. The malching of the
LPC's and the network states is accomplished by use of
phone templates. The templates contain the idealized
parameters for each phone that occurs in the nelwork
states and they may be either speaker specific or speaker
independent. The meltric used for this matching is Itakura’s
minimum prediction residual error (see Itakura, 1975).

Reprinted from 977 IEEE Conf. ASSP, 788-790,
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The mapping scheme used is a modified graph search in
which hevuristics are used to reduce the number of paths
that are checked. The result is that only a few "bast” paths
are searched in parallel during the recognition processes
thus greatly reducing the computational overhead.

Results The current system achieves a sentence accuracy of
90.07 and a word accuracy of 9437 on a 1011 word task
and runs in 6.8 MIPSS,

SPEAKER ADAPTATION IN THE HARPY SYSTEM

Speaker variability Speaker variability generally occurs in
three forms, dialeclic, contextual, and acoustic. Dialectic
variability involves c¢hanges in the pronunciation of words
among speakers. Coniextual variability involves changes in
word pronunciation do (o the context of tha words,
Acousfic variability results from vocal tract changes among
speakers. Either or all types of variability can occur when
changing speakers. The Harpy system attempts to recognize
these different variabilities and to separate the effecis
made by each. Dialectic variability is an effect across a
broad group of speakers and the variability is encoded into
the lexicon, Many dialects can be encoded into the lexicon
or different lexicons can be used for different dialects. The
current Harpy system uses the “mid-western American”
dialect of Enghsh. The contextual variability is handled in
the word juncture phencmena rules and, to a lesser extent,
in the lexicon itself. The acoustic variabilily is a speaker
dependent phenomenon and can be separated from the
other types of variability.

Approach to speaker wvariabilty Many proposals and
attempts have been made, from such groups as SDC, BBN,
Lincoln Labs, etc, as to how to handie the speaker
variabiltty problem. These proposals include such ideas as
vowel formant normalizations as an attemp! to determine
speaker independent characleristics of the speech signal,
The Harpy system handics speaker varisbility by the use of
phone templates te capture the vocal tract cheracteristics.
We achieve this by identifying all the unique sounds that
oceur in the task language {called phones}). It is important 1o
realize that these phones may or may not bear a
resemblance {o what may be usually thought of as a
phonetic sound in the English language. For example, there
are usyally several occurrences of one vowel {allophones) in
our set of phones each of which has a unique name. Also,
there could be a single phone which represents what is
usually thought of as a combination of phones {e.g. the
phone "WH" represents the characteristics of the aspiration
sound when pair "K W” that occures together as in the word
"gueen”). Each of the phones used in the Harpy system
represents one unigue phonetic scund.

Phonetic knowledge in the Harpy system The Harpy system
uses a phonelic dictionary {along with word juncture rules)
to represent the lexicon of the task language. The speliings
in the dictionary are strings of phones (along with a special
syntax) which are used lo represent primary and alternate
pronunciations of the words in the lexicon, The phonetic
dictionary is a representation of the actual realizations of
the task language words rather than a pronunciation
dictionary. A set of speaker dependent phone templates
(one per phone)} 15 used to match the symbolic lexicon to the
actual acoustic signal. The phones of the lexicon represent
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all the unique phanetic sounds that occur in the task
language. Since the lexicon contains symbolic spellings
which are speaker independent and there is a one to one
mapping of the templaies {o the phones, the acoustic
speaker variability can be handled effectively by using a
unique set of templates for each speaker. The templates
model speaker dependent wvocal characteristics. For
example, the dictionary speliing tor "CONCERN" is “{« {-,0),-)
(K,0) (IH7,IH3) N S ER (N,DX)". Opticnal paths are enclosed
within parenthesis and are separated by commas (the “0"
represents the null option). The spelling is interpreted as
either a voice bar {"+") followed by an optional silence ("-")
or just a silence, followed by an optional k", followed by
sither a "IH7" or "IH3", followed by an "N", foliowed by a
"§7, followed by an "ER", followed by either an "N" or "DX".
See McKeown, 1977, for an example network

Averaging of template exemplars The success of the
speaher dependent phonetic templates depsnds of the
ability to average many exemplars of each phone together
to generate each template. This averaging enables the
automatic cancelation of errors {provided they are small).
Since the template is an average, there is no need to tind
the single “ideal" exemplar that best fits all occurrences of
the phone. The averaged template will usually match all
exemplars of the phone in the fraining data to a high degree
of accuracy. If a malch of an exemplar in the training data
is too far from the average template, then this indicates a
missing phone.

The metric used by the Harpy sysiem is Itakura’s minimum
prediction residual error of the LPC data. A method was
needed lo average samples together that could be used for
generating the templates for this metric. The method we
use is to sum the autocorrelation data of the samples that
are used in generating the template. The justification of this
is that the LPC's are independent of the number of
autocorretation samples that are used to generale them.
The obvious danger is that non-similar sounds may be
averaged resulting is a poor spectrum, This is a real
problem and is handled by a semi-automatic procedure for
generation of the phones, templates, lexicon, and word
juncture rules described below.

Speaker specific tuning The phones, templates, lexicon, and
word juncture rules are generated {rom a set of training
data that contains occurrences (and hopefully all contexts)
ot all the words in the lexicon. A semi-automatic iterative
pracedure is used to generate (ar more precisely, update)
these knowledge sources. There is a "chicken-egg" problem
with this iterative procedure in that the data sources must
already exist in order to update them. The generation af
the inmitial knowledge sources is a tedious manual boot-
strapping procedure. The training data must be carefully
hand labeled (both at the word leve! and the phone fevel)
and initial guesses are made about what phones, word
spellings, juncture rules, etc. are needed. This manual effort
is the main botlle-neck for developing larger vocabutary
systems. Automatic methods must be developed before
larger systems can be attempted.

The following is the semi-automatic procedure used to
updale the data sources: The Harpy system is run in a
forced recogmition mode with a previousiy generated set of
templates (which can be from some other speaker) to
produce a parsing of the phones to the acoustic data. This



forced recognition can be done either by using a unigue
network for each utterance {which represents only the one
utterance) or by considering only paths in a large network
that represent each single utlerance. The parsings
generated from the forced recognition runs arge used lo
lecate the autocorrelation data for the averaging of the
templates. After the averaging is completed, a new set of
tempiates is generated and wsed to again run the {raining
cycle. This cycle is run several times until the templates
converge. If the templates do nol converge, then this
indicates an error in either the lexicon or word juncture
rules or a missing phone which must be manually analyzed
and corrected.

Speaker independent tuning The speaker dependent
temptates are an averaging of manmy phone exemplars for
each template. Since there is a unique set of templates for
each speahker, they capture the individual vocal tract
c¢haracteristics. This idea of capturing wvocal tract
characteristics by the use of templates can be extended to
multiple speakers, When a number of these speaker
dependent sets of templales are generated, ancther set of
templates can be generated from all of them by a similar
averaging technigue. This set of lemplales, since they are
an averaging of several speakers, will be speaker
independent. The performance with speaker independent
templates will of course be lower than with the speaker
dependent lemplates. For example, cne experiment done
with connected digits gave the following result: Ten
speakers {including males and females} were used to
produce ten speaker dependent seis of templates. The
average word accuracy for all ten speakers {when tested on
the speaker dependent tempiates with a total of 1000 three
word utterances} was 987 These ten tempiate sels were
then used to generate a set of speaker independent
templates. These same ten speakers plus ten new speakers
were then tested with the system. The word accuracy for
all 20 speakers (on 1200 utterances}) was 937. An
interesting observation is that there was no significant
difference between the accuracies of the ten speakers
whose templates were used to generate the speaker
independent set and the ten new speakers.

Dynamic speaker adapiation The high error rate (77) with
the speaker independent templates makes this alternative to
the handling of acoustic variability unaccepiable. Further,
the training cycle mentioned earlier o generate the speaher
dependent {emplates is inconvenient do to the large amount
ot training data needed and is computationally expensive. A
third scheme was devised which allows a new user the
immediate use of the system but also allows for the speaker
dependent vocal characteristics. This is the dynamic tuning
ot the speaker femplates. A new speaker to the system
starts with the set of speaker independent templates. The
system will, upon all correct recognitions, auvtomatlically
average the autocorrelation data with the corresponding
templates and update the template parameters. The trst
occurrence of a phone spoken by the speaker will replace
the speaker independent tempiate. Further occurrences of
the same phone will add to the average of the template.
This will result in the phone template baing aitered quickly
for the first occurrences of a phone and a gradual fine
tuning of the template by additional occurrences of the
phone. In this method, the system quickly adapls Hself to
the speaker’s acoustic characteristics. If the system makes
an error in recognition, one can either speak the same
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utterance again with the hope that it will be racognized
correctly the second time or the system can be rerun on the
same utterance and forced to recognize the utterance. To
torce a recognition, the appropriate switch is set and the
correct utterance is typed to the system. The system wiil
then only consider paths in its network which represent the
spoken utterance.

The error rate when first starting is, of course, 77 but
quickly drops off towards the 27 error rate ot the speaker
dependent templates. The time nesded for the updating of
the templates is zero during the actual recognition but
requires up o one times real time atter recognition
depending on the number of templates that are updated.
Therefore, the overhead of deoing the dynamic speaker
adaptation is minimal,

DOISCUSSION

Summary In this paper we have considered severat sources
of variability in the connected speech signal, ie. dialectic,
cantextual, and speaker dependent variability, and described
how the Harpy system attempts to cope with al! these
sources af wvariability. The dialectic and contextual
variability are encoded into the lexicon and word juncture
rules. The speaker dependent sources of variability are
handled by averaging phone parameters (s, the
autocorreiation coefficients, not the LPC's) from among
several exemplars of a given phone by the same spezker
{for speaker specific templates) or from many speakers (for
speaker independent i{emplates). In the case of dynamic
adaptation, & set of speaker independent templates are used
initially and the system automalically alters the templates
during use to adapt to the specific speaker.

It appears straight forward to adopt the above techniques
for isolated word recognition systems also. Given several
training samples of the same word, one can align the speech
sighal by dynamic programming techniques and average the
autocorrelation coefficients as in the connected speech case.
Since this averaging would be independent of word
representation used, i.e. whether one uses segmentation and
phone templates to represent words or the conventional
brute force word templates, one can still use the above
averaging technique to generate betler templales.
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ABSTRACT .

We have been attempling to produce further
bandwidth reduction in LPC based analysis-synthesis
techniques by using the segmentation and labeling
algorithms used in the Harpy and Hearsay-li systems.
Preliminary resuits indicate that 2 factor of 3 to 5 further
reduction in bandwidth might be possible using segmentation
and labeling in conjunction with LPC vocoders.

INTRODUCTION

An important application of speech analysis-synthesis
is digital voice transmission. Real-time transmission al low
bandwidths can only be achieved through efficient analysis
and -encoding techniques. While present analysis methods,
based on signal processing techmiques, have been used
successfully 1o obtain bandwidth reductions of over an
order of magnitude, further improvement s possible if
higher level properties of speech are also taken inia
account. In this paper, we demonstrate how segmentation
and labeling, two techniques commonly used in connected
speech recognition, can be applicd lo vocoder systems as a
means of improving coding efficiency.

In the remaining sections, we describo segmentation
and labeling techniques, and their use in vocoder sysiems,
Results from three different vocoder simulations based on
these techniques are presented and evaluated, We then
consider some of the praclical aspects of real-time speech
transmission using these methods. Finally, the advantages
and disadvantages of high level speech processing as
epplied to vocoders are discussed.

APPROACH

Qur goal in this study was !o evaluale the usefulness
of segmentation and labeling as techniques for improving
voceder coding efficiency. To accomphsh this, two vocoder
simulations using each of these techniques separately, and a
vocoder simulation which combined the techniques, were
run. The resuits were compared wilh those oblained using
conventional parameter encoding methads, and evaluated in
terms of bandwidlh reduction and quality of synthetic
speech,

Of the several techniques for speech analysis that
exist, this paper c¢onsiders only those based on the
autocorrelation methed of linear prediction. A complete
vocoder simulation basad on this technique has already been
developed by Marke! ang Gray[Marxel and Gray, 1974]
Since a detailed aiscussion ¢can be found in this referonce,
we consider only those aspects reievant to the banawidth
problem here.

Analysis parameters in autocorrelation based linear
prediction systems consist of pitch  period, a
voiced/unvoiced decision, ampiitude information, and parcor
coefticients. These parameters are generally sncoded into a
minimal bit representation and transmitted at a constant
frame rale. The system on which our tomparisons are
based uses a frame rate of 10O frames/sec, where each
frame consists of 200 speech samples. A total of 64 bits
are allocated to the 14 parcor parameters, which are
quantized as described in [Markel and Gray, 1974} Pitch
period and the voiced/unvoiced decision are ancoded
together in 6 bits, and the amplituda is coded into 5 bils.

SEGMENT-CODER

Classically, information concerning the vocal tract
shape is transmitted in the torm of parcor parameters once
per analysis frame. Speech, however, can be segmenied
inta evenls, for the duration of which, vocal fract shape may
be considered approximately constant. Cases where this is
not true, such as glides and diphthongs, may be
approximated by a series of shorter segments. Therelore, it
should be passible, without significant degradation in
synthetic speech quality, to transmit parcor parameters once
per segment, rather than once per frame. Since segment
duration is relatively long compared with analysis frame
length, & savings in the number of bits needed to encode the
analysis paramefers should result. A vocodsr simulation
based on this hypothesis was developed.

Segmentation is preformed using algorithms developed
for the Hearsay speech recognition system[Gotdberg and
Reddy, 19761 Three slages are involved in the overali
process: paramelrization, segmentation, and c¢lassification.
The tirst step in parametrization is to generate smoothed
and differenced waveforms trom the sampled speecn. Next,
peak to peak amplitudes and zero crossing counts are
extracted from each waveform once per centisecond of
speech. Segmentation is based on thesa paramelers.

Segment boundaries are defermined by successive
subdivision of the waveform. First, silenzes and unvoiced
fricatives arc detected by a thresholding technique. Next,
the remaining segments are divided where significant dips in
the smoothed peak to peak parameter occur. A region
growing technique is then applied to further subdivide the
segments. Finally, the resulting segments may ophionaily be
classified in terms of manner of articutation. Decision rules
based on the averaged parameter values for each segmant
are used for this purpose.

Operation of the vaeoder 15 reiatively straightforward.
Speech is segmented as it entars the systeam. When a
segment boundary occurs, parcor parameters for that
segment are calculaled. Zy definition, all frames within a
segment shou'd have simular spactral properties, however

Reprinted from 1977 IEEE Conf. ASSP, 28-32.
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Figure 1. Spectral mismatch resulting from interpolation of parcor coefficients at segment boundarias.

this is not always the case. Near segment boundaries, the
voeal tract is changing, and cannol be assumed to have
constant resonances. To eliminale possible errors due to
these changes, the parcor coetlicients are compulted at the
segmenl midpoinl. Once calculated, these coefiicients, along
with the segment duration, are transmitted. Pitch and
amplitude are then extracted from each frame in the
segment, enceded, and transmitted. Thus, with this scheme,
pitch and amplitude are stil transmitted at the constant rate
of once per frame, but parcor coefficients are transmitted at
the rate of once per segment, which is not necessarly
constant,

Except at its boundaries, the same set of partor
coefficients is used to synthesize speech for each frame
within a segmeni. Near boundaries variation in the parcor
coefficients due to vocal tract changes must be taken into
account. Good results have been oblained using simple
linear interpolation. For most segments it is adeguale to
interpalate over 5 centiseconds, from 2 centiseconds before
the segment boundary, 10 2 centiseconds afier. For shorter
segments, indicating rapid changes in the spectral struciure,
interpolation is done from the segment midpoini,

The effects of parcor coefficient interpolation are
illustrated in Figure 1. This figuré shows the spectral
envblopes for a transition from one segment to the next.
The darker curve represents the conventional synthelic
speech, the lighter represents the speech synthesized from
interpolated parcor coefficients. Note that although the
peak amplitude and shape differ siightly, the peak locations
are nearly identical.

Figure 3 shows a digital spectrogram for the
utterance "The area I'm intercsted in is understanding,”
synthesized with the Segment-coder. For comparison
purposes, a digital spectrogram of the utterance synthesized
with conventional methods is shown in Figure 2. As can be
seen, the spectrograms resemble each other closely. In
informal listening tests, the synthetic speech generated with
parcor parametlers transmitted only once per segment was
nearly indistinguishable from that generated with parcor
parameters transmitied every frame,

The degree of improvement in coding efficiency will
vary from system {o sysiem, depending on frame rate, and
the precision to which eaach of the paramelers ars encoded.
For the system described earlier, a total of
(6+5+648)x100=7500 bils/sec are required to encode the
analysis parameters. Using segmentation, pitch period and
"amplitude information are stilf transmilied for each frame,
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but parcor coefficients are transmitted onty once per
segment. Another parameter, the segment duration, must
also be transmitted with each segment. Allocation of 4 bits
for this parameter allows for segment lengths up to 16
centiseconds, Segments exceeding this length are rarely
encountered, and can easily be split into multiple segments.
On  average, the segmentation algorithm produces 15
segments per second of speech. Thus, the total bit rate
needed for this scheme is (6+5100+(3+64}x}5~2120
bils/sec. This represents improvement by a factor of about
3.5 over the conventional method.

Reduclions of this order have been obtained in
conventional vocoders by using reduced frame rate. Rather
than transmitting one frame per centisecond, these vocoders
might transmit one frame every 3 centiseconds,
indiscriminately ignoring data between frames. This has a
smoothing effect which results in the loss of short events
that may be perceptually significant. Thus, the overall
quality of the synthetic speech should be lower than that
obtained with the segmentation schema.

LABEL-CODLR

A second technique makes use of an assumption that
all speech, regardiess of its complexity, can be formed by
combinations of a small number of basic sounds, The
VORTRAX speech synthesizer is an example of one such
system based on this assumption. Associated with sach
sound is unique formation of the vocat tract, and associated
with each wvocal tract formation is a set of parcor
cocflicients. If speech at each analysis frame can be
identified and classified as one of these sounds, then it
would only be necessary to transmit a label identifying the
sound, rather tha! the entire set of parcor paramelers.
Since the number of sounds is small, significantly fewer that
64 bits are needed to encode the label, and an improvement
in coding efficiency would result.

Prior to the developmant of a vocoder simulation, the
properties of each sound must be determined and
represented in a format usable by the system. A procedure
to accomplish this was developed for use with the Harpy
system([Lowerre, 1976] Segments from several utlerances,
spoken by a particular speaker, are idennified and grouped
according to their sound ¢lass. Autocorrslation coefticients
for each segment are computed and averaged over all
segments in  the same class. For each averaged
autacorrelation sequence, hereafter referred to as a
template, linear prediction coefficients, parcor cosfficients,
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Figure 6. Spectral mismaleh resulting from replacing parcor coefficients by a single phone label.

and b-coefficients[ltakura, 1975] are compuled. This
information is made available to both the transmitter and
receiver portions of the vocoder.

The task of the vocoder, then, is to determine, for
each analysis frame, which tempiate best malches the
speech signal. The LPC matching technique developed by
Itakurafitakura, 1975) has been used for this purpose. A
distance metric is applied between each frame and all
tempiates. The best template, in terms of minimum distance,
is selected. A label identifying this template, along with
pitch and amplitude information is transmitted. At the
receiver, a simpie table lcokup, using the label as an index,
is preformed to determine the parcor parameters of each
frame. From this point on, synthesis proceeds normally.

Figure 6 shows Lhe spectral mismatech betwesn
original spectra and the labels assigned to them. The darker
curve corresponds Yo the original speech, the lighfer to
speech synthesized with the iabeling method. The curves
illustrate typical spectral errors that occur with the labeling
method,

Displayed in Figure 4 is a digital spactrogram of the
test utterance, synthesized with the Label-coder. This may
be compared with the spectrogram of the conventional
synthetic speech in Figure 2. Although the synthelic speech
was inteliigible, there was considerable distortion. We
believe that this can be eliminated by changes in the
template generation and matching algorithms.

Again, the bandwidth reduction afforded by this
technique depends on how accurately the parameters are
quantized, but in this case it is independent of frame rate.
As before, we base our comparison on the syslem described
earlier. For this system a total of 6+5+64=75 bits/frame
are needed !0 encode the speech. For the system with
labeling, a label, along with the encoded pitch and amplitude,
is transmitted for each frame. To unigquely identify each of
the 96 templates used in this simulalion, 7 bils were
aliocated for the label. Thus, with labeling, only 6+5+7=18
bits are needed to encode each frame. This represents a
bandwidth reduction by a factor of 4.

SEGMENT-LABEL-CCOLIR
Clearly, if only one set of parcor coefficients is
necessary to encode the spectral siructure of each segment,
and if each spectral structure can be identified by a label,
then it should be possible o transmit only one labei per
segment. Examination of the analysis parameters from the
labeling sysiem reveals that this is indeed the case. Most
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trames within a segment were found to be labeled with the
same label. Those that were nol, were labeled with an
acoustically similzr label. Once again, a2 vocoder simulation
to test the hypothesis was developed.

The separate use of segmentation and labeling has
already been discussed, This system is merely a
combination of the two previous ones. After segmentation,
the labeling algorithm is applied at the midpoint of each
segment. The label which best characterizes the spectral
properties of that scgment, and the segment duration are
encoded for transmission. Of course, pitch and amplitude
information are still transmitted for every frams. Received
labels are first used determine the parcor parameters
associated with each segment, which in turn are used to
synthesize speech f{or all frames within that segment.
Interpolation 2t segment boundaries is carried out as
previously described.

The spectrogram for speech synthesized by this
system is shown in Figure 5. Note its similarity lo the
spectrogram for speech synthesized by the labeling system.
This is to be expacted, since it was aiready determined that
segmentation causes no  significant degradation. The
differences between this and the othcer spectrograms are
due to degradation introduced by tabeling.

Again, we calculate coding etficiency by comparison
with the conventional system, Wilh this encoding scheme, a
total of 6 bits for pitch, and 9 bits for amplitude are
transmitted every frame. An additional 4 bits for segment
duration, and 7 bits to identity the template are transmitied
for each segment, Using a frame rate of 100 frames/sec,
and an average of 15 segments per second of speech, a
data rate of (6+5x100+(8+7)x15=1265 bits/second is
obtained. This is approximately 5.9 times smailer than the
7500 bits/sec of the conventional system.

DISCUSSION

We have shown that segmentation and labeling can be
used as a means of reducing bandwicth in speech analysis-
synthesis systems. Since the primary application of such
systems is secure voice communications, i is appropriate to
mention some of the practical aspects of a vocoder based on
these techmques. }

A problem arises when the vocoder is converted to
real-time operation. Since analysis paramelers for each
segment are not transmitted until the enfire segment has
been spoken, it is possibie for the synthesizer lo complete
synthesis of ane segment before it receives parameters for



the next. If this happens, a pause in the synthesizer output
will accur. To avoid these pauses il is necessary define a
maximum segment duration, and delay the synthasis by this
amount. We have already indicated thal 16 centiseconds is
a reasonable choice tor maximum segment duration. 1f the
synthesizer lags the transmitier by this amount, pius an
additional 2 centiseconds Yo allow for interpolation,
continuous synthetic speech can be guaranteed. In practice,
this is nol a serious drawback. Delays of this magnitude are
secondary in nature to those normally encountered in
satellite based transmission systems,

From the discussion of labeling it should be clear that
both transmitter and receiver must access to the same set
of tempiates. Since the templates vary from speaker lo
speaker, it is impractical to make them a parmanent part of
the syslem. Rather, at the beginning of a -conversation,
templates for each speaker could be ipaded into the
corresponding transmitier and transmilied fo the connecting
receiver. Another possibility would be to use a single set of
templates which has been averaged over many speakers.
However, lower qualily synthesis can be expected with this
method.

In addition to the obvious reduction in bit rate, there
are other advantages to the use of these technigues. At
first, the additional processing needed o segment and
classify speech would seem lo result in slower vocoder
operation, however this is not the case, Once the segments
are known, the time consuming autocorrelation analysis need
be preformed only once per sagment. Thus, overail vocoder
operation is actually faster. Furthermore, since gross
segment classifications are cbtained during the segmentation
process, specialized processing, depending on the segment
class can be preformed. For exampie, silences can be
dismissed with no processing, and low coefficient LPC
analysis can be preformed for fricalives, This should result
in a more accurate synthesis.

The main point should be clear: through the use of
specialized knowledge of the nature of speech, and higher
fevel signal-to-symbol transformation techmques,
incrementally better votoders can be oblained. We have
demonstrated two steps in this progression, The first was
the ftransition from systems based soleiy on spectral
analysis, to a system that combined knowtedge of segments
with spectral analysis. The next step was the use of
labeling in addition to segmentation to give even further
bandwidth reduction. As speech recognition systems evolve,
better and better encodings will become practical,
Eventually, it should be possibie to transmit syllable sized
units.

Finally, improvement in coding efficiency is obtained
at the expense of generality. As more specialized
knowledge of speech and language is used, the varisly of
sounds that can be transmitted is reduced. At the lowest
level is the system thal transmits sampled speech diractly,
With this system, arbitrary sounds can be represented
accurately. The step to conventional vocoders limits those
sounds which can be transmitted to speech. Greater
restrictions occur as the vocoder becomes more and more
language oriented, -

CONCLUSIONS
We have presented two technigues, based on
sigorithms developed for the Hearsay and Harpy speech
recognition systems, which use knowledge aboul speech
phenomena, to yield reductions in vocoder bandwidth, While
the degree of improvement varies from system to system,
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typical reduction factors ranging from 3 to 4 can be
expected from each method. Furthermore, improvements by
a factar ot 5 or more can be realized if the techniques are
combined.

Use of segmentation caused no nolice2ble degradation
in the synthetic speech quality. With labeling, considerable
degradation occured, however it is felt that this can be
eliminated with betler templales.

Some of the practical aspects of vocoder
implementation based on these techniques, along with the
advantages and disadvantages 1o the use of speciaiized
knowledge, were discussed. On the basis of arguments
presented then, we believe that speech analysis-synthesis
using segmentation and labeling is worthy of further
research,
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" ABSTRACT

Many combinatorial search problems can be viewed within the "Chinese restaurant
menu selection paradigm” of "choose one from Column A, one from Column B, ...." A solution to
such a problem consists of a set of selections which are mutually consistent according to some
set of constraints. The overall value of a solution 1s a composite function of the value of each
individual selection. The goal of the search ts to find the best (highest-rated) solution.
Examptes of such search problems occur In the domains of speech understanding, vislon, and
medical diagnosis.

This paper describes a search-pruning heurlstlc and a hatting condition which are
conservatlve in that they willl not miss the best solution by pruning [t out of the search or by
terminating the search before it ls found. The method explolts Information about already-
found solutlons in order te prune the search and decide when to terminate 1. An
implementation of the halting condition and pruning heuristic within the Hearsay-Il speech
understanding system s described and evaluated, and the conditions governing fts
applicability and performance are discussed.

INTRODUCTION: SOME EXAMPLES

A frequently-occurring problem in Al involves finding the best combination of
choices for a set of interdependent multipte-choice decislons. The possible combinations form a
combinatorial search space. Each declslon corresponds to a data element which can be labelled
(explained, interpreted) in several alternative ways, some of which may be preferable to (more
appropriate than) others. Legal solutlons {combinations of labels) must satisfy certaln domain-
specific consistency constraints governing the interdependencles between the varlous elements
to be labelled.

One example of combinatorial search occurs in the domain of speech understanding.
A spoken utterance can be viewed as a set of contlguous points in time. The combinaterial
search task of a speech understanding system is to label each time Interval with the word
apparently spoken during thal Interval. Several labels may appear plausible due to the
uncertainty of the speech signal and the word recognitlon process [7]. A solution
consists of a transcription of the utterance, le., a sequence of word labels, which is
syntactlcally and semantlcally consistent. The credibility (probability of correctness} of such
a solutlon depends on the overall goodness of fit between the labels and thelr time intervals.

Another example comes from the domain of vision. The contour detection

1 This work was supported in part by the Defense Advanced Research Projects Agency under
coniract no. F44620-73-C-0074 and monttored by the Alr Force Office of Scientific
Research. In addition, the author was partlally supported by a Natlonal Science Foundation
Graduate Feliowshlip.
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problem can be described as follows: given a scene represented by an array of pixel gray
levels, label each pixel with a vector corresponding to the apparent intensity gradlent at that
point In the image [9]. A consistent interpretation of the scene assigns parallel gradlents to
contiguous pixels on a contour and null gradients to pixels in the interlor of a region. The
accuracy of an Interpretation depends on the overall degree to which the labels match the
visual data they attempt to describe. ’

A third example can be found In the domaln of medical diagnosis. Here the data
elements to be .explained are the patlent's symptoms. A dlagnosls provides consistent
explanations for all the symptoms. The plausibllity of a dlagnosis depends on the overall
plausibility with which the Individual symptoms are accounted for [1].

PROPERTIES OF COMBINATORIAL SEARCH

Let us now examine these search problems in order to discover common properties
which can be exploited In designing halling conditions and pruning heuristics. In sach
example, the set of data elements (points tn time, pixels, symptoms) to be explained or labelled
Is known at the beginning of the search. (Actually, this assumptlon does not hold for systems
like MYCIN which collect data during the course of the search. However, as we shall see, it is
sufficient for the set of elements to be determined anytime before the first solutlon is
found.)

A partlial solution consists of consistent explanations for a subset of the elements.
Combinatorial search algorithms typlcally extend and combine such partlal solutlons. In
fact, each step In the search can be characterized as examinlng a collection of partial
solutians Ly Ik’ and then possibly creating a new partial selution I'' We can use rating
Information about partial solutions in order to decide when to halt the search once some
solution has been found. For example, suppose we examline the ratings of all exlsting partial
solutions and conclude that none of them can be extended into a complete solutlon rated
higher than the best one found so far. Under this condition, it s  safe to halt the search; the
best solutlon found s the best one possible. This conditien is the destred conservative
halting condition.

A simllar technigque can be used to prune the search. If a partfal solution cannot
possibly be extrapolated into a complete solutlon superior to the best existing one, it can be
rejected -- {.e,, all efforts to extend it or comblne {t with other partial solutions can safely be
abandoned. This pruning heurlstlc is conservative but also rather weak. A more powerful
heuristic depends on certain properties of the function used for rating solutions. Let us
consider this function In more detall.

THE RATING FUNCTION

A complete solution consistently explains all the elements! and is rated according
to how well each element |s explained. le., if the rating function R(I,5) measures how well
the interpretation 1 explalns the elements of the set S, then R(1,S) = f{R(l,e) | e in 8}, where
R{l,e} measures how well | explains the element e. R([,8) is assumed to be an increasing
function of the terms R(l,e). The interpretation | {s a set of tabels for the elements of 5, Le,,
for allein S lie -> ll(e). The rating R{l,e) may be context-sensitive, t.e., depend on how other
elements besides e are labelled (e.g., Ilts neighbors, If e 1is a plxel}. A considerable

1 This condition could be relaxed by allowing complete solutlons to label some elements
"IGNORED." The rating functlon wouid then have to reflect the relative slgnificance of
explaining or ignoring a given element, so as to allow meaningful comparison between
solutlons accounting for different subsets of the element set.
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simplification Is possible If R(l,e) is context-free, lL.e., R{l,e) = H(ll(e),e), where ll(e) Is the
label assigned by 1 to e, and R(l,e) measures the goodness of fit between the label | and the
element e. In this case, R(1,5) = f{R(lj(e),e) | ein S}. If [ §s a simple averaging function,
then R(],5) = Average {R(l;(e),e) | e in 5}.

The best sclution ] maximizes R(I,S) subject to the consistency censtraints. Note
that the function R may produce higher values If applled to inconsistent interpretations
(non-solutions). For example, the interpretation Imax:e -> Imax{e), where Imax(e) is the
highest-rated label for e, will In general maximize R([,5) butis not in general consistent.

A HALTING CONDITION AND PRUNING HEURISTIC

We can now precisely define our halting conditton and pruning heuristic in
terms of the rating functlon R. Let 5 be a subsel of the element set S, and let I' be a partlal
"solution which explains S'. Let I be the highest-rated solutlon found so far during the
search.

I' can be extended Into a complete (not necessarily consistent!) Interpretation I"
by assigning Imax(e)} to every e In S-8'. 1" is the highest-rated possible complete extrapolation
of I'. Thus if R(1",5) £ R{1,5), I' cannot be extended Into a solutlon beiter than I, and it {s safe
to reject I' and all {ts potential extensions. Unfortunately, this condition 1s too strong
.and {s not often satisfied. A more powerful {(but still conservative) pruning heurlstic is
made possible by assuming that R is contexi-free in the sense defined earlier.

A MORE POWERFUL PRUNING HEURISTIC

Suppose that R Is context-free and that a solution ! has been found. If a better
sclutlon is possible, there must exist a partial solution I' which Is locally superior tol. 1'ls
locally superior to | over domaln § If R{I',58') > R([,5'). Intuitively, I' explalns some subset S'
better than I does. If no such I' exists, then I {s the best solution, and it Is safe to halt the
search.

This reasoning requires some Jjustification. We consider all individual element
labels to be one-element partial selutions, and assume that they are avallable to the search
algorithm as such. If some potential complete solution I" is better than |, then there must exist
at least one element e In S such that R(l1",e) = R(II..(e).e) > R(ll(e),e) = R(lL,e). (Otherwise
R(I",5) £ R(1,5).) This one-element partial sclutlon can be extended step by step into I so that
the partial solution I' at each step is locally superior to I. We assume that such a sequence of
partial solutlons can be found by the search algorithm. This is a strong assumption. Many
sequences of partlal solutions may lead by stepwlse extension and comblhation to the same
solution, but not all wlll maintaln local superiority at each step, and not ail may be reallzabie
by the search algorithm being used.

WIith this caveat, we now observe a happy property of context-free rating
functlons: once a solution has been found, only partlal solutions which are locally

superior to it need be considered. All others may be deactivated, l.e., ignored except for
combination with active partial solutions.

We can now express a powerful conservative pruning cendition: A proposed search
operation based on partial solutlons Iy, ..., [}, may safely be cancelled if

(1) Any of the Il has been rejected, or

(2) All of the I, have been deactivated.
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The halting condition Is trivial: halt when all pending search operations have been
cancelled.

UNDERLYING ASSUMPTIONS

Let us now re-examine some of the assumptions on which this method is based, and
the motivations for making them.

(1) The rating function s context-free. Otherwise the local superiority criterion Is
not valid.

(2) The labels Imax(e) are known ‘at the beginning of the search, and exist as
one-point partial solutions. Otherwise correct but low-rated partial solutlons might be
erroneously rejected. Actually, Iin order to avold erroneous rejection, It {s only necessary to
know an upper bound function Rmax(e) > R(l,e) for ali e In S. The tighter this upper bound,
the more partlal solutions can be rejected. The Rmax function used by the HWIM speech
understanding system Is defined by the score of the best phonetic label for each segment {8].
Since this score Is based on the best possible word match for each segment rather than on the
best actual word match, it provides a poor {over-optimistic) upper bound on the actual word
ratings, and produces mediocre results, The Rmax function used in Hearsay-1l is defined by the
score of the highest-rated hypothesized word at each point in the utterance, and produces good
results.

(3) If a potentlal sclution I’ is better than an existing solution I, the search
algorithm must be capable of building 1" in such a way that each partlal solution I' In the
derivation sequence 1s locally superior to I. Otherwlse the derlvation of 1" might require
operating on a set of deactivated partial solutions and be blocked by the deactivation pruning
heurlstic.

EXAMPLE FROM HEARSAY-iI

The Hearsay-Il speech understanding system [2] segments a spoken utterance into
syllable-length time intervals. These are the elements. The labels for each element are taken
from a 1,000-word vocabulary. A complete solution Is a grammatical transcription spanning
the utterance. A partial solutlon is a grammatical phrase spanning part of the utterance.
The rating functlon ls a simple average of label fit goodness. A (partial) solution 1 covers a
time Interval [firstlsyl:last'syl]), Its rating Is lts average word rating welghted by the number of

_syllables in each word. Le., R(],[first'syl:lastsyl]) = Average { R(W(syl) | A(sy1))) }, where
firstlsyl < syl < last!syl, A(syl) represents the acoustic data {n the Interval syl, W (syl) is the
word label assigned by 1 to syl, and R(W | A) measures how closely the word W matches the
acoustic data A. R(W | A) Is computed by the word verifier [6].

In Hearsay-1l, partial solutions are explicitly represented as hypotheses on a global
data structure called a blackboard. Search operatlons are proposed by varlous knowledge
sources which monitor the data on the blackboard. The operations relevant to the discussion at
hand are [5]

(1) BRecognition: given a sequence of wotds, parse {t and record it as a partial
solution If it 1s grammatical.

(2) Prediction: glven a recognized phrase, propose words which can

grammatically precede or follow it. Predictions which are rated above a gpecified threshold by
the word-verlfier are recorded on the blackboard as one-word hypotheses. Thus prediction
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dynamically assigns extra labels to elements, and could potentlally violate our earlier
assumption that Rmax(e} Is known before the rejection pruning heurlstic 1s applied. This is
not a problem In practice, however, since most label assignment (word recognition) is done
at the beginning of the search or before the first complete solution Is found, and predicted
words are seldom rated higher than the best previously-recognlzed words.

(3) Concatenation: given two temporally adjacent phrases (or a phrase and a
word predicted next to it and -subsequently verlfied), concatenate them and record the
result as a partial solution If it Is grammatical.

These search operations are performed in order of thelr priorities, which are
assigned by a central focus-of-attention moduie [3]. The focus module trles to order the
search in a best-first manner, and succeeds about 50% of the time on the corpus tested for
this paper. This figure seems to increase as the constraints on grammatical conslstency are
Increased, i.e.,, as the branching factor of the language Is reduced. For a best-first search, the
best halting pollcy is to terminate the search as soon as a solution Is found. Note that the
rejection and deactivation pruning heuristics are {napplicable If this policy 1s used, since
these heuristics do not become applicable untll some solutlon Is found.

EVALUATION

The deactlvation and rejection heuristics were evaluated on a corpus of 34 utterances
drawn from a 262-word vocabulary. Utterance length ranges from 3 to 8§ words, with an
average of 6. The fanout (number of grammatical word successors In each word position)
averages 27 for the corpus.

Each utterance was processed in & modes. Mode N uses neither heuristic; mode R
uses rejectlon; mode D uses deactivation; and mode B uses both. In mode F, the system accepts
the first solution it finds and immediately halts. The results of the experiment are shown in
Table 1.

The simple accept-the-first-solution pollcy used in mode F Is fastest, but at a
considerable cost In accuracy, since it falls for those runs (about 50%) In which the highest-
rated solution is not the first one found. A more conservative policy finds these solutions at
the cost of extra search 1In those runs where the best solution Is found first. The correct
choice of policy (simple versus conservative) depends on a tradeoff bhetween efficlency and
accuracy. Since accuracy is very important In speech understanding, the conservative
policy Is preferred desplte Ilts extra cost.

The heurlstics can be evaluated according to two criterfa. First, how fast is the best
solutlon found once the first solution is found? As Table 1 shows, deactivation is about twice as
powerful as rejection in speeding up this phase of the search. The combination of heuristics Is
only slightly more effective than using deactivation alone.
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Mode: N R D B F

Average number of search operations (Hearsay-il knowledge source and precondition
executions) to find first solution: !

153 157 145 152 152

Average number of (percent) exira search operations to find the best solution once
the Tlrst sclutlon has been found:

71 58 30 26 0

46% 37% 21% 17% 0%
Speedup In this phase of the search relative to mode N:

1 1.2 2.4 2.7 Infinity
Average total number of search cperattons to find best solution:

223 215 175 178 152

Average number of (percent) extra search operatlons to satts{y halting condition?
once the best solution has been found (excluding runs in which time or space is exhausted):'?’

241 163 B9 52 0
108% 7t% 51% 29% o

Average total number of search operations until halting condition s satisfied:
286 282 253 226 162

Number (percent) of utterances In which halting condition Is satisfied before sy stem
exceeds predefined limits on time (BOO search operations) or space (193K):

4 17 32 32 34
12% 50% 94% 94% 100%

Table 1. Results of experimental evaluatlion of pruning heuristics.

1 Ideally these numbers should be equal, since the heuristics are not applied until the first
solutlen s found. The variation in these Figures ls caused by some randomness in the
Hearsay-1l scheduler in choosing between equally promising search operations.

2 The halting condition is satisfled when no more search operations are pending, or when all
the pending operations are considered unpromising by the system.

3 Speedup ratios between different modes are not meaningful here since the set of excluded
utterances vartes from mede to mode.
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Second, how fast |s the halting condltion satisfied once the best solutlon Is found?
An Ideal policy would halt as soon as the best solutlon was found. The deviation of an actual
policy from this ideal can be measured by Its "halting overhead," t.e., the -amount of exira search
performed after the best solutlon is found. When neither heurlstic 1s used, the halting condlilon
s satisfled in only 12% of the runs (time or space bounds are exceeded in the others} and the
halting overhead in those runs is 108%. The rejection heurlstic succeeds in satisfTying the
halting condition in 50% of the runs, with an overhead of 71%. Deactivation leads to halting in
94% of the runs, with 5§1% overhead. The combination of both heuristics also causes halting in
94% of the runs, but reduces overhead to only 29%.

These results can be summarized as follows:

(1) Deact!vation is about twice as powerful as rejection In accelerating the search
for the best solution once the Tirst solutlon has been found. This difference in empirical
performance substantiates the Intuitive notion that the conditions for deactivating a partial
solution are substantlally easler to satlsfy than the condltions for rejecting it. The combined
heuristlcs speed up this phase of the search by a stgnificant factor {2.7).

{2) The combined heurlstics succeed most (94°4) of the time in satisTylng the halting
condition, at a reasonable cost (29%) compared to the time It takes to find the best solutlon. The
large variance In this cost and the fallure to satisfy the halting condition In the other 8% of the
runs suggest that other techniques are needed to further streamline the search without
ellminating the best solution.

DISCUSSION OF APPLICABILITY

What properties of Hearsay-Il make this method applicable?

{1) Most of the weord labelling ls performed before the first solution fis found and
the heuristics are applied. Seldom 1is a new word subsequently hypothesized with a rating
higher than all the other words In iis time interval. Thus the necessary Information (the
Rmax functlon) Is determined before the heuristics are applled. Exceptions do not automatically
cause erroneocus rejection, since the Rmax function generally provides a safety margin by
overestimating the rating of the best possible solullon.

(2) A solution must account for the whole time Interval of the utterance, l.e., for
every element (syllable). This facilitates the comparison of extrapolated potentlal solutions
with already-found solutions.

(3) The raling function for evaluating solutions Is context-free. This
facilitates the local comparison of partial solutions with complete solutlons.

The context-free property Is somewhat counter-intultive since the consistency
criterla are In general context-sensitive, l.e., the admlssibility of a label depends on the
jabels assigned to other elemenis. The rating Tunctien might bhe expected to rate
solutions {consistent interpretations) higher than inconsistent explanattons, b_ut a
context-free rating function does not have this intuttively satisfying trait, Our
approach separates two propertles of a solution:

(1) satisfaction of consistency constraints.

(2) goodness of fit between labels and data.
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Consistency Is considered to be an all-or-none property and Is guaranteed by the
form of the search. Relative goodness of fit |s assumed to be local, rather than
context-sensitive. When this assumption approximates the truth, it becomes possible to apply
the powerful deactivation heuristic. '

CONCLUSIONS

Conservative pruning heuristics for comblnatorfal search have bheen
presented. They operate by ellminating branches of the search which cannot lead to
solutions better than those found aiready. In this respect, they can be thought of as
alpha-beta pruning heuristics in a one-player game. The pruning heurlstics and associated
halting condition have been implemented in Hearsay-!l and shown to be effective in the reat-
world problem domain of speech understanding.

When the object of a search is to fInd the best solutlon (not jJust any solutlon),
there is an important tradeoff between speed and accuracy. The simplest haiting policy
accepts the first solution feund. This policy s correct if the search 1s always best-first; the
closer the search is to best-first, the more attractive such a simple poilcy becomes. More
sophisticated policies Increase accuracy at the expense of prolonging the search so as to
guarantee that the best solution {s not missed,

In a nearly-best-first search, the discovery of a solutlon changes the purpose of
the search from one of finding the best possible solution to one of verifying that there Is no
better soluticn than the one found. This change of purpose should be reflected in the search-
gulding policles. '

The approach described exploits certaln assumptions ahout the search.

(1) The search space can be represented by a set of elements (data) each of which
can be labelled {n several ways. A solutlon labels all the elements and satlsfies specified
conststency constraints.

{2) A rating function evaluates how well a given label fits a given element. An
upper bound on the best label rating for each element should be determined by the time the
first solutlon is found. The tighter the bound, the better the performance of the pruning
heuristics.

{(3) The rating of a solution should be a function of the ratings of ts individual
labels. It should be possible to compute an upper bound on the rating of the best possible
extrapolation of a given partial solution. The tighter the bound, the beiter the performance.

(4) The better the found soiutlon relatlve to the best (generally Inconsistent)
Interpretation Imax (which assigns each element Its highest-ranked label), the more pruning
can be done. The stropger the conslstency constralnts, the lower a solution will tend to be
rated compared tc imax, and the worse the performance.

Many search problems (e.g., speech and image understanding, medical dlagnosis)
appear to fit the paradigm of "choose one from Column A, one from Column B,"” {.e., glven
alternative cholces for a set of declsion points, find the best-rated consistent set of cholces.
When efficlent best-first search algorithms are infeasible, some mechanism is needed for
declding when to halt the search and accept the best solutlon found so far. Such a mechanlsm
should terminate the search as soon as possible withcut lgnoring better solutions. This paper
has shown how such a mechanism can explolt (nformation about already-found
solutions to accelerate the search conservatively, l.e., without Ignoring better solutions.
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