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PREFACE 

Th is r e p o r t is an augmented vers ion of a repor t or ig inal ly issued in Sep tember of 
1 9 7 6 , d u r i n g the demonst ra t ion at the end of the f i ve -yea r speech e f f o r t . The f i r s t 
s e c t i o n r e p o r t s on the var ious speech understanding systems deve loped at CMU d u r i n g 
t h e f i v e y e a r pe r i od and highl ights their individual cont r ibut ions. Sect ion I I conta ins a 
b r i e f d e s c r i p t i o n of severa l techniques and knowledge sources that c o n t r i b u t e d t o t h e 
success of t he f inal systems. Section I I I gives detai led per fo rmance resu l ts o f t h e 
Harpy and Hea rsay - I I systems. Results include the per formance of the sys tems no t 
o n l y f o r t he 1000 w o r d task but fo r several simpler tasks. Sect ion IV conta ins 
r e p r i n t s of papers p resen ted at var ious conferences since September 1976 . Sec t ion 
V con ta ins a l ist of publ icat ions of the CMU speech group. 

T h e CMU Speech Group gra te fu l l y acknowledges the fo l low ing con t r i bu t i ons w h i c h 
h a v e b e e n ins t rumenta l to the successful conclusion of the f i v e - y e a r speech 
u n d e r s t a n d i n g systems research e f fo r t at Carnegie-Mel lon Un ivers i ty : 

H o w a r d Wact lar , Di rector of our Computer Faci l i ty, fo r his un t i r ing e f f o r t s in 

p r o v i d i n g a smooth ly work ing real - t ime computing env i ronment f o r speech 

unde rs tand ing systems research. 

C a r o l y n Counci l ! , Mark Faust, Bill Haffey, John Paulson, and o ther members of t h e • 
o p e r a t i o n s staf f fo r p rov id ing a highly cooperat ive and re l iab le o p e r a t i n g 

4. env i r onmen t . t J f l V f l V I i i n v . . . . 

Bi l l B road ley , Stan Kr iz, Rich Lang, Paul Newbury , Mike Powel l , Br ian Rosen, and 
Jim Te te r of the engineer ing group who designed and maintained the s p e c i a l -
p u r p o s e sys tems needed for this research. A special thanks to Mark F i r ley and 
Ken Stupak fo r the i r superb engineer ing suppor t . 

A l l e n Newel l f o r g iv ing f ree l y of his t ime and ideas to fos ter th is research . 

Joe T r a u b and the Faculty of the Department of Computer Science fo r the i r he lp 

in fac i l i t a t ing th is research. 

Other ind iv iduals and groups work ing in this area for p rov id ing a s t imu la t ing , 

in te l lec tua l a tmosphere in which to solve this di f f icul t prob lem. 

Dave Car l s t rom, Steve Crocker , Cordel l Green, Lick Lickl ider, and La r r y Rober ts 

f o r p r o v i d i n g a research management environment which makes b r e a k t h r o u g h s 

poss ib le . 
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I. MULTI-SYSTEM APPROACH TO SPEECH UNDERSTANDING* 

Raj Reddy 

INTRODUCTION 

In 1 9 7 1 , a g roup of scientists recommended the ini t iat ion of a f i v e - y e a r r esea rch 
p r o g r a m towa rds the demonstrat ion of a large-vocabulary connected speech 
u n d e r s t a n d i n g sys tem (Newell et al., 1971). Instead of set t ing vague ob jec t i ves , the 
g r o u p p r o p o s e d a set of specif ic performance goals (see Fig. 1.1 of Newel l et al., 
1971 ) . The sys tem was requ i red to accept connected speech f rom many speake rs 
b a s e d on a 1000 w o r d vocabulary task-or iented grammar, w i th in a cons t ra ined task. 
The sys tem was expec ted to per fo rm w i th less than 107 semantic e r r o r s , using about 
3 0 0 mi l l ion ins t ruc t ions per second of speech (MIPSS)** and to be opera t iona l w i t h i n a 
f i v e y e a r pe r i od . The proposed research was a highly ambit ious under tak ing , g i v e n 
t h e almost to ta l lack of exper ience w i th connected speech systems at that t ime. 

The Harpy and Hearsay- I I systems developed at Carnegie-Mel lon Un ivers i t y had 
the bes t overa l l per formance at the end of the f ive year per iod. Figure 1 i l lus t ra tes 
t he pe r f o rmance of the Harpy system relat i e to tho original speci f icat ions. It no t 
o n l y sat is f ies the or iginal goals, but exceeds some of the s ta ted ob jec t i ves . I t 
r ecogn i zes speech f rom male and female speakers using a 1 0 1 1 - w o r d - v o c a b u l a r y 
document re t r i eva l task. Semantic e r ro r is 5/ and response is an order of magni tude 
f as te r than expec ted . The Hearsay- I I system achieves similar accuracy and runs about 
2 to 2 0 t imes s lower than Harpy. 

Of the many factors that led to the final successful demonst ra t ion of these 
s y s t e m s , pe rhaps the most important was th» systems development methodo logy tha t 
e v o l v e d . Faced w i t h prospects of develoning systems w i th a large number of 
u n k n o w n s , w e op ted to develop several intermediate " t h r o w - a w a y " systems ra the r 
t h a n w o r k t owards a single carefu l ly designed ult imate system. Many dimensions of 
t h e s e in te rmed ia te systems were del iberate ly f inessed or ignored so as to gain deepe r 
u n d e r s t a n d i n g of some aspect of the overal l system. The purpose of this paper is to 

GOAL (Nov. 1971) 
Accept connected speech 
f rom many 
coopera t i ve speakers 
in a quiet room 
using a good microphone 
w i t h sl ight tun ing/speaker 
accept ing 1000 words 
using an art i f ic ia l syntax 
in a constra in ing task 
y ie ld ing < 107 semantic e r ro r 
requ i r i ng approx. 300 MIPSS** 

HARPY (Nov. 1976) 
Yes 
5 (3 male, 2 female) 
yes 
computer terminal room 
close-talk ing microphone 
2 0 - 3 0 sentences/ ta lker 
1011 word vocabulary 
avg. branching factor = 3 3 
document re t r ieva l 
5 / 
requir ing 28 MIPSS 
using 256k of 36 bit wo rds 
costing $5 per sentence p rocessed 

Figure 1. Harpy performance compared to desired goals. 

** Paper t o appear in Carnegie-Mel lon Computer Science Research Review, 1977 

ins,ru^,ioanlUpLr\Pe^ndTrhiSne. , e d "* * W " ~ * ° " • 1 0 0 • « * '(MHHon 
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Task character ist ics 
speakers; number, male/female, dialect 
vocabulary and syntax 
response desired 

Signal gather ing environment 
room noise level 
t ransducer character ist ics 

Signal t ransformat ions 
dig i t izat ion speed and accuracy 
specia l -purpose hardware requ i red 
parametr ic representat ion 

S igna l - to -symbol t ransformat ion 
segmentation? 
level t ransformat ion occurs 
label select ion technique 
amount of t raining requ i red 

Matching and searching 
re laxat ion: b readth- f i rs t 
b lackboard: bes t - f i r s t , island dr iven 
product ions: bes t - f i rs t 
Locus: beam search 

Knowledge source representat ion 
ne tworks 
procedures 
frames 
product ions 

System organizat ion 
levels of representat ion 
single processor / mul t i -processor 

F igure 2. Design choices for speech understanding systems. 

i l l u s t r a t e the incremental understanding of the solut ion space p rov ided by the va r i ous 
i n t e r m e d i a t e systems deve loped at CMU. 

F igure 2 i l lust rates the large number of design decisions wh ich c o n f r o n t a 
s p e e c h unders tand ing system designer*. For each of these 10 to 15 des ign dec is ions, 
w e have 3 to 10 feasible a l ternat ive choices. Thus the solut ion space fo r speech 
s y s t e m s seems to contain 1 0 6 to 1 0 8 possible system designs. Given the in te rac t ions 
b e t w e e n des ign choices, it is not possible to evaluate each design choice in iso la t ion 
o u t s i d e the f r a m e w o r k of the total system. 

* Fu r the r discussion of many of these design choices can be found in Reddy 

( 1 9 7 6 ) . 
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BLACKBOARD MODEL 
BEST-FIRST SEARCH WITH 

BACKTRACKING 

BLACKBOARD MODEL 
MANY KNOWLEDGE SOURCES 

INDEPENDENT. COOPERATING 
ASYNCHRONOUS, PARALLEL 

DATA DIRECTED 
UNIFORM REPRESENTATION 

PARALLEL 
SYSTEMS 

MULTI-PROCESSOR 
EFFICIENT DECOMPOSITION 

MARKOV MODEL 
INTEGRATED REPRESENTATION 
SEARCHES ALL PATHS 

IN PARALLEL 
NO BACKTRACKING 

H A R P Y 

LOCUS MODEL 
INTEGRATED REPRESENTATION 
SEARCHES BEST FEW PATHS 
NO BACKTRACKING 

LOCUS MODEL 
SEGMENTATION 
PAGING OF KNOWLEDGE 

NETWORKS 
MINI-COMPUTER BASED 
NO SPECIAL-PURPOSE 

HARDWARE 

1972 1973 1974 1975 1976 

Figure 3 . CMU Speech Understanding Systems Genealogy 



SYSTEMS 

Figure 3 shows the genealogy of the >peech understanding systems deve loped 
at CMU. In th is sect ion we wi l l b r ie f ly outl ine the interest ing aspects of each of t hese 
s y s t e m s and discuss their contr ibut ions towards the development of speech 
unde rs tand ing systems technology. More complete descr ipt ions of these sys tems can 
be f o u n d in the re fe rences l isted at the end. 

The Hearsay-I System (Erman, Fennell, Lowerre, Neely, and Reddy)* 
Hearsay - I (Reddy, Erman and Neely 1973; Reddy, Erman, Fennell and Neely 

1 9 7 3 ) , t he f i r s t speech understanding system developed at Carnegie-Mel lon Un i ve rs i t y , 
w a s demons t ra ted in June of 1972. This system was one of the f i rs t connected speech 
unde rs tand ing systems to use task dependent knowledge to achieve reduc t ion of t h e 
s e a r c h space. Recognit ion uses a bes t - f i r s t search s t ra tegy. 

Mode l 
H e a r s a y - I was the f i rs t system to uti l ize independent, coopera t ing know ledge 

sou rces and the concept of a global data base, or "b lackboard" , t h rough wh ich all 
k n o w l e d g e sources communicate. Knowledge sources consist of the acous t i c -phonet ic , 
s yn tac t i c , and semantic modules. Each module operates in the " h y p o t h e s i z e - a n d - t e s t " 
mode . Synchronous act ivat ion of the modules leads to a bes t - f i r s t search s t r a t e g y . 
Seve ra l o the r systems have used this s t ra tegy (Forgie 1974). This sys tem was one of 
the f i r s t to use syntact ica l ly der ived word diagrams and t r igrams, as an t i - p roduc t i ons 
(Nee ly 1973) , to predict f o rwa rd and backward from "islands of re l iab i l i t y " . Task 
d e p e n d e n t knowledge, such as a board posit ion in the chess task, is used by the 
semant ic module (Neely 1973) to re ject meaningless part ial parses ear ly in t he 
r e c o g n i t i o n process. The acoust ic-phonet ic module uses amplitude and z e r o - c r o s s i n g 
p a r a m e t e r s to obta in a mult i level segmentation into sy l lable-s ize and phoneme-s ize 
un i t s (Erman, 1974). 

Per fo rmance 
Over a w ide range of tasks, the average sentence e r ro r ra te w a s . 6 9 7 w i t h a a 

w o r d e r r o r ra te of 457. Speed var ied between 3 and 15 MIPSS over 162 u t te rances 
con ta in ing 5 7 8 words . Hearsay- I yields much higher accuracies on tasks w i t h wh i ch it 
is c a r e f u l l y t ra ined . For the chess task, for instance, average sentence and w o r d e r r o r 
r a t es w e r e 21 and 7 percent , respect ive ly , w i th an average speed of 2 MIPSS. 

Discussion 
H e a r s a y - I , as a successful connected-speech understanding sys tem, se r ved to 

c l a r i f y the na ture and necessary interact ion of several sources of knowledge . I ts 
f l e x i b i l i t y p r o v i d e d a means for test ing and evaluat ing competing theor ies , a l lowing the 
b e t t e r theor ies to be chosen as a basis for later systems. In re t rospec t , we be l i eve 
th is sys tem organ iza t ion would have been adequate for the ARPA speci f icat ions g i v e n 
p r e s e n t acoust ic -phonet ic knowledge. 

* The p r inc ip le con t r ibu to rs towards the development of each of these systems are 
l i s t ed w i t h i n parentheses. 
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The Dragon System (Baker) 
Baker fo rmu la ted the recogni t ion process as a dynamic programming p rob lem. 

The Dragon recogn i t ion system (Baker, 1975), based on this model was f i r s t 
d e m o n s t r a t e d in Apr i l of 1974. The system was mot ivated by a desi re to use a 
g e n e r a l abs t rac t model to represent knowledge sources. The model , that of a 
p robab i l i s t i c func t ion of a Markov process, is f lexible and leads to fea tures wh ich a l low 
it to f unc t i on desp i te high e r ro r rates. Recognition accuracy was grea ter w i t h Dragon 
t h a n w i t h Hea rsay - I , but the system ran signif icantly s lower. 

Mode l 

Dragon was the f i rs t system to demonstrate the use of a Markov model and 
dynamic p rogramming in a connected speech understanding system. It inc luded seve ra l 
i n t e r e s t i n g fea tu res , such as delayed decisions and in tegrated rep resen ta t ion , and is 
b a s e d on a genera l theoret ica l f ramework. The general f ramework al lows acous t i c -
phone t i c , syn tac t ic , and semantic knowledge to be embodied in a f i n i te -s ta te n e t w o r k . 
Each pa th t h rough this precompl ied ne twork represents an al lowed pronunc ia t ion of a 
syn tac t i ca l l y acceptable sentence. Recognition proceeds l e f t - t o - r i g h t t h rough the 
n e t w o r k , search ing all possible paths in parallel to determine the global ly opt imal p a t h 
( i .e., the pa th wh ich best matches the spoken utterance). Acoustic inputs are p e a k - t o -
peak ampl i tudes and zero-cross ings f rom over lapping, one- th i rd octave f i l t e rs , sampled 
e v e r y cen t i - second . 

Per fo rmance 

Recogni t ion accuracy was greater w i th Dragon than that obta ined w i t h Hea rsay -
I, bu t at a cost of speed, Dragon being approximately 5 to 10 times s lower . Over a 
w i d e v a r i e t y of tasks, the average sentence er ror rate was 517. Speed ranged f r o m 
14 to 5 0 MIPSS. The computat ion is essential ly linear w i th the number of s tates in the 
M a r k o v n e t w o r k . Performance was later improved by Lowerre (Lower re , 1976). 

Discussion 

Dragon, w i t h more accurate performance than Hearsay- I , se rved to s t imula te 
f u r t h e r resea rch into factors that led to its improved performance. Many of the ideas 
mo t i va t i ng its design were important in the development of subsequent c o n n e c t e d -
s p e e c h unders tand ing systems. Al though later systems do not use the Markov Model 
and do not guarantee f inding the global ly optimal path, the concepts of i n t e g r a t e d 
r e p r e s e n t a t i o n of knowledge sources and delayed decisions p roved to be v e r y 
va luab le . 

The Harpy System (Lowerre and Reddy) 
The Harpy sys tem (Lower re 1976) was the f i rst connected speech sys tem to 

s a t i s f y the or ig inal specif icat ions given in the Newell r epo r t and was f i r s t 
d e m o n s t r a t e d in September of 1976. System design was mot ivated by an inves t iga t ion 
of the impor tan t design choices contr ibut ing to the success of the Dragon and 
H e a r s a y - I sys tems. The resul t was a combination of the "best " features of these t w o 
s y s t e m s w i t h addit ional heurist ics to give high opeed and accuracy. 

Mode l 

The Harpy system uses the locus model of search. The locus model of search , a 
v e r y successfu l search technique in speech understanding research, is a g r a p h -
s e a r c h i n g techn ique in which all except a beam of near-miss a l ternat ives a round the 
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bes t pa th are p runed f rom the search t ree at each segmental decision po in t , t hus 
con ta in ing the exponent ia l g row th wi thout requir ing backtracking. This techn ique was 
i ns t rumen ta l in making Harpy the most successful connected speech unders tand ing 
s y s t e m to date. Harpy represents syntact ic, lexical, and junc ture knowledge in a 
un i f i ed n e t w o r k as in Dragon, but wi thout the a-pr ior i t ransi t ion probabi l i t ies . Phonet ic 
c lass i f i ca t ion is accomplished by a set of speaker-dependent acous t i c -phonet ic 
t emp la tes based on LPC parameters which represent the acoustic real izat ions of the 
phones in the lexical po r t ion of the network. 

Per fo rmance 
The sys tem was tes ted on several d i f ferent tasks w i th d i f fe ren t vocabu la r ies 

and b ranch ing fac tors . On the 1011-word task using the AIX05 grammar (see 
A p p e n d i x I I I -C) , the system w o r d e r ro r rate was 37 and the semantic e r r o r ra te was 
5 7 (see f ig . 1). The system was also tested w i th connected digi ts recogn i t ion a t ta in ing 
a 21 w o r d e r r o r ra te . Using speaker- independent templates, e r ro r ra te increases to 
7 7 o v e r 20 speaker including 10 new speakers. Using te lephone input increases the 
e r r o r ra te to 77 to 117 depending on the noise character ist ics of the t e l ephone 
s y s t e m . 

Discussion 
* Backt rack ing and redundant computat ion have always been prob lemat ic in A I 

sys tems . The Harpy system eliminates these in an elegant way, using the beam search 
techn ique . By compi l ing knowledge ahead of time, Harpy achieves a level of e f f i c i ency 
tha t is unat ta inab le by systems that dynamically in te rpre t their knowledge. This 
p e r m i t s Harpy to consider many more al ternat ives and deal w i th e r ro r and unce r ta i n t y 
in a g race fu l manner. 

The Hearsay-II System (Erman, Hayes-Roth, Lesser, and Reddy) 
Hearsay - I I has been the major research e f for t of the CMU speech g roup o v e r 

t he last t h ree years . During this per iod, solutions were devised to many d i f f i cu l t 
concep tua l prob lems that arose dur ing the implementation of Hearsay- I and o the r 
ea r l i e r e f f o r t s . The result represents not only an in terest ing system design fo r speech 
unde rs tand ing but also an experiment in the area of knowledge-based sys tems 
a r c h i t e c t u r e . A t tempts are being made by other AI groups to use this t y p e of 
a r c h i t e c t u r e in image processing and other knowledge- intensive systems. 

Hea rsay - I I is similar to Hearsay- I in thM it is based on the hypo thes i ze -a nd - t e s t 
pa rad igm, using cooperat ing independent knowledge sources communicat ing t h r o u g h a 
g loba l data s t r uc tu re (blackboard). It d i f fers in the sense that many of the l imi ta t ions 
and shor tcomings of Hearsay- I are resolved in Hearsay-I I . 

Hea rsay - I I d i f fe rs f rom the Harpy system in that it v iews knowledge sources as 
d i f f e r e n t and independent and thus cannot always be in tegra ted into a s ingle 
r e p r e s e n t a t i o n . Fur ther , it has as a design goal the abi l i ty to recognize, unde rs tand , 
and r e s p o n d even in si tuat ions where sentences cannot be guaranteed to agree w i t h 
some p r e d e f i n e d , res t r i c ted language model as is the case w i th the Harpy sys tem. 

Model 
The main features of the Hearsay- I I system s t ruc ture are: 1) the r e p r e s e n t a t i o n 

of know ledge as se l f -ac t iva t ing, asynchronous, paral lel processes, 2) the 
r e p r e s e n t a t i o n of the part ia l analysis in a general ized three-d imensional n e t w o r k ; the 
d imens ions be ing level of representa t ion (e.g., parametr ic, segmental , sy l lab ic , lex ica l , 
syn tac t i c ) , t ime, and a l ternat ives, w i th contextual and s t ructura l suppor t connect ions 
e x p l i c i t l y spec i f ied , 3) a modular s t ruc ture for incorporat ing new knowledge into the 
s y s t e m at any leve l , and 4) a system st ructure suitable for execut ion on a para l le l 
p rocess ing sys tem. 
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Per fo rmance 

The p resen t system has been tested in ing about 100 ut terances of the t ra in ing 
da ta fo r the 1 0 1 1 - w o r d vocabulary task. For a grammar w i th simple syntax (A IX05 , 
t h e same one used by Harpy), the sentence er ro r rate is about 167 (semantic e r r o r 
167). For a grammar w i th more complex syntax (AIX15, see appendic I I I -C) , the 
sen tence e r r o r ra te is about 427 (semantic e n or 267). The system runs about 2 to 2 0 
t imes s l ower than Harpy. 

Discussion 

H e a r s a y - I I represents an important and continuing development in the pursu i t of 
l a r g e - v o c a b u l a r y speech understanding systems. The system is designed to r espond in 
a semant ica l ly cor rec t way even when the informat ion is fuzzy and on ly par t ia l 
r e c o g n i t i o n is achieved. Independent knowledge sources are easily w r i t t e n and added 
to H e a r s a y - I I ; knowledge sources may also be removed in o rder to test the i r 
e f f e c t i v e n e s s . The Hearsay- I I system archi tecture o f fe rs great po ten t ia l f o r 
e x p l o i t i n g paral le l ism to decrease recognit ion times and is capable of app l ica t ion to 
o t h e r know ledge- in tens i ve AI problems dealing w i th e r ro r fu l domains. Many more 
y e a r s of in tens ive research would be necessary in order to evaluate the fu l l po ten t ia l 
of th is sys tem. 

The Locust System (Bisiani, Greer, Lowerre, and Reddy) 
Present knowledge representa t ion and search used in Harpy tend to r e q u i r e 

much memory and are not easily extendable to ve ry large languages (vocabular ies of 
o v e r 10,000 words and more complex syntax). But we do not v iew this as an 
i nsu rmoun tab le l imi tat ion. Modif ied knowledge representat ion designed for use w i t h 
s e c o n d a r y memories and special ized paging should ' overcome this d i f f i cu l t y . In 
add i t i on , it appears la rger -vocabu lary speech understanding systems can be 
imp lemen ted on min i -computers wi thout significant degradat ion in pe r fo rmance . 
Locust is des igned to demonstrate the feasibi l i ty of these ideas. 

Mode l 

The model is essent ial ly the same as the Harpy system except , g i ven the 
l im i ta t ions of s to rage capaci ty of main memory, the knowledge rep resen ta t ion has to 
be r e o r g a n i z e d s igni f icant ly . The network is assumed to be larger than main memory , 
s t o r e d on secondary memory, and re t r ieved using a special ized paging mechanism. The 
cho ice of the f i le s t ruc tu re representat ion and cluster ing of the states into pages Of 
u n i f o r m size are the main technical problems associated w i th the deve lopment of th is 
s y s t e m . 

Discussion 

A paging system for the 1011 word 'ocabulary is cu r ren t l y opera t iona l on a 
P D P - 1 1 / 4 0 E and has speed and accuracy performance comparable to Harpy on a PDP-
10 (KA10) . Simulat ion of var ious paging models is cur ren t ly in progress . As memor ies 
w i t h dec reased access times become available, this class of systems is expec ted t o 
p e r f o r m as accurate ly and near ly as fast as systems requir ing no secondary memory . 

Parallel Systems (Feiler, Fennell, Lesser, McCracken, and Oleinick) 
Response t ime for the present systems is usually greater than rea l - t ime , w i t h 

ind ica t ions that larger vocabular ies and more complex syntax wi l l requ i re more t ime fo r 
sea rch . One method of achieving greater speed is to use paral lel process ing. Severa l 
s y s t e m s des igned and deve loped at CMU exploit mul t i -processor ha rdware such as 
C.mmp and Cm*. 

7 



Models 
Severa l systems are cur ren t ly under development as part of mu l t i -p rocessor 

r e s e a r c h p ro jec t s which attempt to explore potent ial parallel ism of Hearsay and H a r p y -
l ike sys tems. Fennell and Lesser (1977) studied the expected per formance of para l le l 
Hearsay sys tems and issues of algorithm decomposit ion. McCracken (1977) is s t u d y i n g 
a p r o d u c t i o n sys tem implementat ion of the H-.Mrsay model. Oleinick (1977) and Fei ler 
( 1 9 7 7 ) are s tudy ing paral lel decomposit ions of the Harpy algor i thm. Several of these 
s tud ies are not ye t complete, but prel iminary per formance resul ts are v e r y 
encou rag ing . Oleinick has demonstrated a vers ion of Harpy that runs fas ter than r e a l ­
t ime on C.mmp for severa l tasks. 

Discussion 
The main con t r ibu t ion of these system studies (when completed) wi l l be to show 

the d e g r e e of paral lel ism which can reasonably be expected in complex speech 
u n d e r s t a n d i n g tasks. At tempts to produ< e rel iable and cos t -e f fec t i ve speech 
u n d e r s t a n d i n g systems wou ld requi re extensive studies in this d i rec t ion. 

DISCUSSION 

In the p rev ious sect ion we have br ie f ly out l ined the s t ruc tu re and con t r i bu t i ons 
of va r i ous speech systems developed at CMU. In re t rospect , it is clear that the s low 
r a t e of p rog ress in this f ie ld is d i rect ly at t r ibutable to the large combinator ia l space of 
des i gn decis ions involved. Thus, one might reasonably ask whether the human 
r e s e a r c h s t r a t e g y in solv ing this and other similar problems can benef i t f r om search 
r e d u c t i o n heur is t ics that are commonly used in AI programs. Indeed, as we look 
a r o u n d , it is not uncommon to f ind research paradigms analogous to d e p t h - f i r s t 
e x p l o r a t i o n , b read th - f i r s t w i th shallow cut -of f , backtracking, " j ump ing - to -conc lus ions" , 
t h r a s h i n g , and so on. 

Our o w n research has been dominated by two such paradigms. First is a va r ian t 
of b e s t - f i r s t search : f ind the weakest link (and thus the potent ia l fo r most 
i m p r o v e m e n t ) in the system and attempt to improve it. Second is a var ian t of the 
beam search : when several a l ternat ive approaches look promis ing, we use l im i ted 
pa ra l l e l search w i t h f eed - f o rwa rd . The systems shown in Figure 3 are examples of 
th is t y p e of sys tem i tera t ion and mult i -systems approach. 

Many sys tem design decisions require <m operat ional total systems f r a m e w o r k to 
conduc t exper iments . However, it is not necessary to have a single sys tem tha t 
p e r m i t s all poss ib le var iat ions of system designs. Given enough work ing componen ts , 
w i t h we l l - des igned inter faces, one can construct new system var ian ts w i t h o u t 
excess i ve e f f o r t . 

The success of the speech understanding research e f fo r t is all the more 
i n t e r e s t i n g because it is one of the few examples in AI research of a f i ve y e a r 
p r e d i c t i o n that was in fact real ized on time and wi th in budget. It is also one of the 
f e w examples in A I where adding additional knowledge can be shown to lead to sys tem 
s p e e d - u p as wel l as improved accuracy. 

We note in conclusion that speech understanding research, in spi te of the many 
supe r f i c i a l d i f fe rences , raises many of the same issues that are centra l to o ther areas 
of A I . Faced w i t h the problem of reasoning in the presence of e r ro r and unce r ta i n t y , 
w e gene ra te and search al ternat ives which have associated w i th them a l i ke l ihood 
va l ue r e p r e s e n t i n g the degree of uncertainty. Faced w i th the prob lem of f ind ing the 
most p laus ib le symbol ic descr ip t ion of the ut terance in a large combinator ia l space, w e 
use techn iques similar to those used in least-cost graph searching methods in p r o b l e m 
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so l v i ng . Given the problems of acquisition and representa t ion of knowledge, and 
c o n t r o l of search, techniques used in speech are similar to most o ther know ledge 
i n tens i ve sys tems. The main d i f ference is that given human per formance the c r i t e r i a 
f o r success, in terms of accuracy and response time, far exceed the pe r fo rmance 
r e q u i r e m e n t s of o ther A I tasks except perhaps vision. 
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I I . KNOWLEDGE SOURCES AND TECHNIQUES 

The Zapdash Parameters, Feature Extraction, Segmentation, and Labeling for 
Speech Understanding Systems (Goldberg, Reddy, and Gill) 

In t roduc t ion 
In sp i te of ear ly success w i th ve ry simple parametr ic representa t ions of speech 

(see Reddy 1966 and Erman 1974), recent emphasis has been on highly accurate bu t 
compu ta t i ona l l y expensive parameter extract ion techniques such as LPC spec t ra l 
ana lys is , fo rmant t rack ing, etc. We feel that simpler, more ef f ic ient methods must f i r s t 
be app l i ed to reduce the amount of input data before more expens ive analysis is 
p e r f o r m e d . The un i form appl icat ion of LPC analysis to all the input produces accura te 
b u t v e r y redundant resul ts , and at high cost, (see Goldberg 1975) 

Our approach involves two levels of parameter ext ract ion and analysis. The f i r s t 
l eve l p roduces an accurate segmentat ion w i th s t rong clues as to manner of a r t i cu la t ion 
and phonet ic iden t i t y of the segments. For this purpose, we have deve loped the 
ZAPDASH paramete rs , descr ibed below. They prov ide a highly ef f ic ient basis f o r an 
accu ra te , robus t segmenter and broad classifier. Af ter the phonet ic e lements a re 
i so la ted , a un i fo rm LPC labeling stage is applied only where it is needed to f u r t h e r 
r e f i n e the segment ident i f icat ion. Prel iminary evaluat ions show s ign i f icant 
compu ta t i ona l savings is possible w i th no sacrif ice of segmentat ion or labe l ing 
accu racy . 

The ZAPDASH Parametric Representation 
As d ig i ta l processing of speech becomes commonplace, it becomes des i rab le to 

have a paramet r ic representa t ion of speech which is simple, fast, accurate, and d i r e c t l y 
ob ta i nab le f r o m the PCM representa t ion of speech. The ZAPDASH rep resen ta t i on of 
s p e e c h (Zerocross ings And Peaks of Dif ferenced And .SmootH wavefo rms) is of th is 
n a t u r e . An impor tant means of reducing computational cost in much of the low leve l 
p r o c e s s i n g of speech is to reduce the quant i ty of data in the input r ep resen ta t i on to 
t h e minimum necessary for accurate analysis of the phonetic content of the speech 
s igna l . Our past exper ience shows that ve ry simple measures of ac t iv i ty in the low 
and the h igh f requency bands (approximately: < lkHz. and > lkHz.) wou ld suf f ice fo r all 
bu t the f ine label ing stage. Peak- to-peak amplitudes and zero-c ross ing counts p r o v i d e 
s imp le measures of the amount of act iv i ty wi th in each part icular band. In ZAPDASH, 
t he PCM data is used to generate a d i f ferenced waveform and a d o w n - s a m p l e d , 
s m o o t h e d w a v e f o r m (for lOKHz sampling rate, the smoothing FIR f i l te r coe f f i c ien ts 
w e r e - 1 0 1 2 4 4 4 2 1 0 - 1 , used every 4th point). Peak- to-peak distances and 
number of ze ro -c ross ings are calculated each 10 ms, resul t ing in 400 8 -b i t pa ramete rs 
p e r second of speech. ZAPDASH can be calculated in 15 to 20 computer ins t ruc t ions 
pe r sample and, t he re fo re , can be extracted in less than a 1/3 real t ime on 
m in i compu te rs w i t h 2 micro-sec. instruct ion time. A simple parametr ic r e p r e s e n t a t i o n 
l ike ZAPDASH appears to provide suff icient informat ion .for accurate phone 
segmen ta t i on , thus sharp ly reducing the amount of more detai led spect ra l analys is 
r e q u i r e d by many other methods. The result ing four parametr ic measurements 
(Smoo thed Peak- to -peak , Smoothed Zero-crossing, Di f ferenced Peak- to -peak , and 
D i f f e r e n c e d Zero-cross ing) are suff icient to detect, w i th reasonable accuracy, a set of 
10 f e a t u r e s , descr ibed below, which are quite useful for both segmentat ion and in i t ia l 
b rOad labe l ing. The ZAPDASH parameters are used by the f i rs t stage segmenter to 
make decis ions on manner of art iculat ion. The resul t ing segmentat ion and b r o a d 
c lass i f i ca t ion is accurate yet inexpensive. Further ref inement of the segment labels 
us ing spec t ra l analysis is then much more economical. 
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Segmentat ion and Broad Classification 
The f i r s t stage of the program contains an hierarchical, f ea tu re -ex t rac t i on based 

segmen te r and classif ier. A number of features relat ing to manner of a r t i cu la t ion are 
e x t r a c t e d . Si lence, voic ing, f r icat ion, f ron t -back placement, h igh- low p lacement , 
c o n s o n a n t - l i k e , f l ap - l i ke , aspi rat ion- l ike, nasal, and sibi lant decisions are made us ing 
t h e ZAPDASH parameters . In the processing of an ut terance, a set of segments is 
c h o s e n , w i t h b road classif icat ion, for the ent i re ut terance. These ident i fy reg ions of 
t h e s ignal such as SIL-si lence, SON-sonorant, UFR-unvoiced f r i ca t ive , VBK-back v o w e l , 
e t c . Fu r the r sub-segmenta t ion and/or reclassif ication is condit ional upon segment 
c lass t y p e , con tex t , and feature values. There are 59 classes cu r ren t l y used in te rna l l y , 
a l t h o u g h many over lap one another in the acoustic space. 

Mod i f ied LPC Labeling 
At the second stage, whe re no fu r ther ref inement is possible using the ZAPDASH 

i n f o r m a t i o n , a f ine labeler is appl ied at the mid-points of all segments. The or ig ina l 
PCM signal is compared against s tored templates by a modif ied LPC distance met r ic . 
I t aku ra ' s minimum pred ic t ion residual metric ( I takura 1975) is used to compare the 
segmen t m id -po in t to a set of speaker-speci f ic t ra ined templates. The segment class is 
used to p rov ide a sub-set of the approximately 100 templates, or a set of a priori 
w e i g h t s to be added to the metric values for all templates. In this way , the m a n n e r -
o f - a r t i c u l a t i o n and the contextual information prov ided by the ear l ie r f e a t u r e 
e x t r a c t i o n improve the label ing. 

Results 
The h igh ly ef f ic ient segmentat ion procedures in the f i rs t level segmenter and 

the l im i ta t ion upon the need for LPC analysis prov ide a factor of 5 speedup ove r the 
u n i f o r m p rocedures used by HARPY and Hearsay-I I . Prel iminary tests w i t h th is 
p r o g r a m indicate that resul ts for HARPY using this parameter izat ion wi l l be jus t as 
accu ra te and wi l l be computed faster than the results obta ined w i t h the more 
r e d u n d a n t parameter iza t ion it now uses. Present per formance of ZAPDASH can be 
summar i zed as fo l lows: Segmentation — less than 20£ ext ra segments, less than 2% 
missed segments , and boundary placement wi th in an average of 10 ms. of the manual ly 
d e f i n e d locat ion. Label ing (broad classes) - - 907 correct , ( f iner label ing) — c o r r e c t 
t e m p l a t e in f i r s t place 5 0 7 of the time, in the f i rs t f ive places 75£ of the t ime. A more 
d e t a i l e d eva lua t ion wi l l be available shor t ly . 
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A Syllable Based Word Hypothesizer for Hearsay-II (Smith) 

Prob lem and Motivat ion 
A cen t ra l p rob lem for speech understanding systems is e f f ic ient ly and accura te ly 

d e t e r m i n i n g what words are implied at the lexical level by the data a t . l ower level§. 
One so lu t ion to the prob lem is to map each word hypothes ized by syntac t ic and 
semant ic in fo rmat ion to the lower level representat ion, then match and ra te the w o r d . 
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But as speech systems permit larger vocabularies and languages w i th less r e s t r i c t e d 
s y n t a x and semant ics, they must depend more on bo t tom-up methods to l imit t he 
sea rch space of possible w o r d sequences. The ef fect iveness of a hypo thes izer can be 
measu red by the percent of the correct words and the number of compet ing w o r d s it 
h y p o t h e s i z e s . One method of bot tom up word hypothesizat ion is to go d i rec t l y f r o m 
t h e phone sequences found for the utterance to wo rd hypotheses as in the BBN HWIM 
s p e e c h sys tem (Klovstad, 1976). The solut ion used in Hearsay- I I uses an in te rmed ia te 
l eve l of sy l lab les be tween the words and phone segments. 

Solut ion 
* The w o r d hypothes izer uses equivalence classes of syl lables (cal led Sy l t ypes ) to 

s u p p o r t w o r d hypotheses (Smith, 1976). These Syl types were de f ined so tha t 
sy l l ab les wh ich we re l ikely to be given similar segments and labels by the speech 
s y s t e m wou ld have the same Syl type. No attempt is made by the w o r d hypo thes i ze r 
to d is t ingu ish be tween words which have the same sequence of Sy l types . The w o r d 
v e r i f i e r la ter makes this dist inct ion as it rates the words. 

The Sy l t ypes we now use are def ined by a sequence of states co r respond ing to 
p h o n e m e equiva lence classes. A Markov probabi l i ty model relates the s tate sequence 
of a S y l t y p e to the segment labels hypothesised by the segmenter and labeler . A 
w o r d may be hypothes ised by the fol lowing sequence of events : For each sy l lab le 
nuc leus in the u t te rance (def ined by a heurist ic using segment labels and an ampl i tude 
f unc t i on ) , the most l ikely Sy l type state sequences are found by searching the segments 
f r o m the nucleus out to adjacent nuclei, or perhaps the ut terance boundar ies . For 
each S y l t y p e hypo thes ized w i th a "good" rat ing the set of words conta in ing sy l lab les 
mapp ing to the Sy l t ype , are re t r ieved using an inver ted lexicon. A mul t i -sy l lab ic w o r d 
in t he set is re j ec ted if it matches poor ly w i th adjacent Sy l type hypotheses. The w o r d 
v e r i f i e r is t hen cal led to rate each word . Those w i th a poor ra t ing are re j ec ted . 

Results 
Since the w o r d h y p o t h e s i z e d ratings for words are used only to de te rm ine 

w h e t h e r to re jec t the w o r d or to ver i f ie r the word , it is used as a f i l te r fo r the w o r d 
v e r i f i e r . The per fo rmance relevant to this task is the percentage of the spoken w o r d s 
c o r r e c t l y hypo thes ized and the f ract ion of the vocabulary hypothes ized per spoken 
w o r d . The resu l ts f rom twen ty test sentences indicate that , for a 1011 w o r d 
v o c a b u l a r y , 677 of the correct words are hypothesized when 8 0 w o r d s are 
h y p o t h e s i z e d per spoken w o r d (87 of the vocabulary). Of course these numbers can 
be v a r i e d by changing thresholds. If the speech system can funct ion w i t h on ly 57% of 
t he co r rec t wo rds hypothes ized bot tom-up, then only 5 1 words need to be 
h y p o t h e s i z e d per spoken w o r d (57 of the vocabulary). Similarly, higher accuracy can 
be o b t a i n e d w i t h a greater number of competing wo rd hypotheses. 
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Wizard: A Word Verifier for Hearsay-II (McKeown) 

Prob lem and Motivat ion 
A key p rob lem for speech understanding systems is the ver i f i ca t ion of w o r d 

h y p o t h e s e s genera ted by var ious knowledge sources in the system. The ve r i f i e r must 
ass ign a l ike l ihood score which is commensurate w i th the match b e t w e e n t he 
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u n d e r l y i n g acoustic data and the phonetic descr ipt ion of the w o r d . The goodness of a 
s c o r e may be on ly tempora l ly signif icant; the scores should rank o rde r compe t i t i ve 
w o r d s in any t ime area such that the correct word is high in the o rder ing . In add i t ion 
to th is acceptance c r i te r ia , it is also necessary for the ver i f ie r to re jec t abso lu te ly a 
l a rge pe rcen tage of the hypothes ized words, wi thout re ject ing a signi f icant number of 
c o r r e c t w o r d s , in o rder to constrain the combinatorics at higher levels. 

Solut ion 
In HEARSAY I I , wo rds may be generated bot tom-up by the w o r d hypo thes i ze r 

(POMOW) or p red ic ted t o p - d o w n by the syntax and semantics module (SASS). Each 
uses a v e r y d i f f e ren t s t ra tegy for ver i f icat ion since bo t tom-up hypothes is have a 
k n o w n approx imate beg in /end time whi le t op -down hypotheses use a ve r i f i ed w o r d t o 
p r e d i c t w o r d s to the left or r ight , and thus only one time is known. 

The w o r d ve r i f i e r , WIZARD, uses a general Markov model for speech recogn i t i on 
(0AKER,1975 ; LOWERRE, 1976). The acoustic information is a segmentat ion of the 
u t t e r a n c e w h e r e each segment is represented as a vector of phoneme p robab i l i t i es . 
Each w o r d in the lexicon is represented by a stat ical ly def ined n e t w o r k w h i c h 
embod ies a l te rna te pronunciat ions of the word . This model f inds the opt imal p a t h 
t h r o u g h the w o r d ne twork and assigns as the wo rd score a normal ized sum of all t h e 
l o g - p r o b a b i l i t i e s for states (phonemes) on that path. Networks do not take in to 
account w o r d junc tu res but do handle internal phoneme junctures. Thus WIZARD 
a t t e m p t s to v e r i f y words as if they exist in isolation. 

W iza rd handles bo t tom-up words in the fo l lowing manner: The p r e d i c t e d 
b e g i n / e n d t imes are mapped into their respect ive beg in /end segments: bseg /eseg . Al l 
pa ths wh i ch beg in at b s e g - l / b s e g / b e g + 1 and end at e s e g - l / e s e g / e s e g + 1 are e x p l o r e d 
in para l le l . Each of the nine possible optimal mappings is examined and the best of 
t h e s e is chosen as the mapping of the wo rd network over the segmented acoustic data. 
Th is poss ib le t ime shi f t ing allows the ver i f ie r to recover f rom incorrect t imes due t o 
d i f f e r e n c e s in rep resen ta t ion of the acoustic data be tween knowledge sources. As a 
r e s u l t , the ve r i f i e r may change times on word hypotheses as wel l as ra te them. 

Words wh ich are hypothesized top -down pose a d i f fe rent p rob lem in te rms of 
v e r i f i c a t i o n , since only the begin or end time is known. In this mode it is necessary f o r 
WIZARD to pred ic t the missing time as well as to re tu rn a rat ing. A major p rob lem is 
b o u n d i n g the number of segments considered in a predic t ion. Cu r ren t l y severa l 
heu r i s t i cs are employed. Since all states on the optimal path must be mapped to at 
least one segment , the lower bound on the number of segments is the minimal number 
of n e t w o r k t rans i t ions (mintran). An upper bound was exper imenta l ly de te rmined to be 
4 * m i n t r a n , thus on the average no more than 4 segments are mapped in to any one 
s t a t e . This number is a funct ion of the segmentat ion, which tends to o v e r - s e g m e n t , 
and the n e t w o r k descr ipt ions, which allow reduced spell ings. The POMOW w o r d 
h y p o t h e s i z e r genera tes an upper bound based on the expected number of v o w e l 
nuc le i in the w o r d and their posit ion relat ive to the beginning of the p red ic t ion . The 
smal ler of these upper bounds is used. WIZARD i terat ive ly maps each of the segments 
f r o m the g i ven begin segment to the upper bound. It considers those mappings wh i ch 
fa l l b e t w e e n the lower and upper bounds and picks the best af ter a p p r o p r i a t e 
no rma l i za t i on . The t ime of the best end segment is re tu rned along w i t h the ra t ing . 

Results and Conclusions 
The resu l ts summarized in Table I are for f ive data sets, conta in ing 100 

u t t e r a n c e s , in wh ich 332 correct words were hypothesized bo t tom-up by POMOW. In 
add i t i on , 13053 incorrect words were generated. The vocabulary size for POMOW and 
WIZARD was approx imate ly 550 words. WIZARD rated each of the words using 
b e g i n / e n d t imes genera ted bot tom-up. Each ver i f icat ion took, on the average, 100ms of 
CPU t ime on a DEC PDP-10 (KA). For each rat ing threshold (15,10) the number of 
c o r r e c t and incor rec t words that were accepted or re jec ted is tabu la ted. From th is 
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da ta the number of words hypothesized per w o r d posi t ion and the percen t of t he 
v o c a b u l a r y hypo thes ized per w o r d posit ion can be calculated. These numbers g i ve a 
v o c a b u l a r y independent measure of performance, al lowing comparisons b e t w e e n 
v a r i o u s sys tem conf igurat ions. An average rank order of the cor rec t w o r d is p r o v i d e d 
w h i c h measures, at each threshold, the number of words in each w o r d pos i t ion tha t 
must be examined in order to include the correct w o r d . The range of rank o r d e r s 
b e t w e e n the data sets (20 u t terances/set ) is also indicated. 

TRBLE I 

THR 15 0 HYPED BY POMOU RCCEPTED REJECTED 5.6 RRNK ORDER 
CORRECT 332 326 (98%) 6 ( 2%) (3.6 - 7.1) 

INCORRECT 13953 19426 (89%) 2627 (29%) 
TOTRL 13385 19752 (89%) 2633 (29%) 

#/U0RD POS 49 (8%) 32 ( 6%) 8 ( 2%) 

THR ie 0 HYPED BY POttOW ACCEPTED REJECTED 4.5 RRNK ORDER 
CORRECT 332 312 (94%) 29 ( 6%) (3.4 - 5.6) 

INCORRECT 13953 6462 (49%) 6591 (51%) 
TOTRL 13385 6774 (51%) 6611 (49%) 

#/U0RD POS 49 (8%) 29 ( 4%) 29 ( 4%) 

Sample resul ts of ver i f icat ion in the predict ion mode are p resen ted in Table I I . 
In th is mode it is important that the best rat ing for the pred ic ted w o r d comes f r o m a 
mapp ing that c losely approximates the actual time in which the w o r d appears. If th is is 
no t the case the re is the danger that a correct wo rd , which is highly r a ted , w i l l be 
h y p o t h e s i z e d w i t h t imes which wi l l d isrupt the recogni t ion of w o r d sequences b y t o p 
e n d know ledge sources. Small e r ro rs in the determinat ion of the missing t ime can 
p r o p a g a t e t ime e r r o r s which may cause whole words to be missed. Table I I 
summar izes the resul ts of an experiment to predict beg in /end times of 5 2 9 w o r d s 
w h e r e b o t h t imes we re actually known. The distance, in segments, is calculated f r o m 
the k n o w n w o r d bound and its predicted word bound. The table also shows the 
d i s t r i b u t i o n of distances for the best mapping. Given that the average segment 
d u r a t i o n is 3.2cs, a distance of 2 would correspond to a range of p red ic ted bounds 
6.5cs about the actual bound. Each predict ion takes, on the average, 180ms of CPU 
t ime . 

TRBLE II 

BEST RANKED PREDICTED WORD BOUNDARY 

DIST FREQ % CUM i 
9 125 24% 24% 
1 289 48% 64% 
2 193 19% 83% 
3 41 8% 91% 
4 29 4% 95% 
5 17 3% 98% 
6 7 1% 99% 
7 4 1% 189% 
8 2 8% 

CO
 1 9% 

18 9 

Areas of f u r t he r research involve dynamic generat ion of mult iple w o r d n e t w o r k s 
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us ing s tat ic ne two rks and w o r d juncture rules, al ternate score normal izat ion schemes, 
and improvemen t in the ef fect iveness of bounding predict ions using vowe l nuclei . 
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Word Pair Adjacency Acceptance Procedure in Hearsay-II (Robert Cronk) 

In t roduc t ion 

In the Hearsay- I I speech understanding system, several knowledge sources 
a t t e m p t to cons t ruc t sequences of words f rom the word candidates hypo thes i zed o n 
t h e b lackboard . Pairs of words which are approximately t ime-cont iguous and 
syn tac t i ca l l y adjacent (may be paired in the grammar) are considered fo r ex tend ing 
w o r d sequences. To avoid the combinatorial explosion which occurs in a grammar w i t h 
a l a rge b ranch ing factor , a procedure is requi red which wi l l constra in the number of 
w o r d pa i rs to those which have a high probabi l i ty of being the cor rec t ones. 

Such a p rocedure must be computational ly inexpensive, since it must make 
dec is ions on hundreds of pairs of hypothesized words. It must re ly upon knowledge of 
w o r d j u n c t u r e s and upon the informat ion contained in the segmental t r ansc r i p t i on of 
t h e spoken u t te rance . And it must reject as many incorrect pairs ( w o r d pa i rs no t 
ac tua l l y spoken) as possible, wi thout re ject ing any of the cor rect pairs. 

This paper descr ibes the word pair adjacency acceptance p rocedure (JUNCT) 
d e v e l o p e d fo r Hearsay- I I , the knowledge it uses, and the cur rent resul ts. 

Descr ip t ion 
Inpu t to the JUNCT procedure is a pair of wo rd hypotheses. If it de te rm ines 

t ha t t he w o r d s are adjacent, based upon the times associated w i th the hypo theses , t h e 
j u n c t u r e ru les conta ined in the procedure, and the blackboard segmental desc r ip t i on of 
t he spoken u t te rance the pair is accepted as a valid sequence; o therw ise it is r e j e c t e d . 

W o r d junc tu res which JUNCT must use to make its decisions fal l w i t h in t h r e e 
d i s t i nc t cases: 
(1 ) T ime-con t iguous hypotheses: Words which are time contiguous in the b lackboard 
a re immedia te ly accepted by JUNCT as a possible sequence. No fu r the r tes ts f o r 
ad jacency are pe r fo rmed . 
(2 ) Ove r lapp ing hypotheses: When two words over lap in t ime, junc tu re ru les a re 
app l i ed in the context of the blackboard segmental t ranscr ip t ion of the u t te rance to 
d e t e r m i n e if such a junc ture is allowable for the word pair. 
(3 ) Sepa ra ted hypo theses : When the words are separated by some in te rva l of t ime, 
ru l es are app l ied , as in the over lap case, to determine whether the pair can be 
accep ted as a val id sequence in the utterance. 

The j unc tu re rules used by JUNCT are of two types : (1) al lowable ove r laps of 
w o r d end -phoneme and begin-phoneme, and (2) tests for d isal lowed segments w i t h i n 
t h e w o r d j unc tu re . A bit matrix of allowable over laps is precompi led in to the 
p r o c e d u r e , and is indexed by the end-phoneme and begin-phoneme of the w o r d pai r . 
A n y o v e r l a p j unc tu re involv ing phonemes which are not al lowed to share segments is 
r e j e c t e d by JUNCT. In the separat ion case, as in al lowed over laps, the b lackboard 
segmenta l desc r ip t ion of the spoken utterance is examined in the context of the e n d -
phoneme and beg in-phoneme of the word pair to determine if any d isa l lowed segments 
a re p r e s e n t in the junc ture gap. If such segments are found, the w o r d pair is r e j e c t e d . 
On ly w h e n a w o r d pair passes all rule tests which apply in the segmental con tex t of i ts 
j u n c t u r e is it accepted as a val id sequence. 
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C u r r e n t Results 
Stand-a lone per formance evaluat ion runs were made over 60 u t te rances us ing 

w o r d s gene ra ted f rom fi les produced by the Hearsay- I I w o r d hypo thes i ze r . 
Syn tac t i ca l l y adjacent pairs of words whose rat ings were 40 and above (on a scale 
f r o m 0 to 100) and whose times ( l e f t -wo rd end time and r i g h t - w o r d begin t ime) w e r e 
w i t h i n a 2 0 0 mil l isecond interval were considered. All of the words used fo r t es t i ng 
t h e p r o c e d u r e w e r e hypothes ized "bo t tom-up" in Hearsay- I I ; no predic t ions w e r e used 
in t he eva lua t ion runs. The fo l lowing table summarizes the per formance of the JUNCT 
p r o c e d u r e . 

CORRECT 
WORD PAIRS 

INCORRECT 
WORD PAIRS 

TOTAL 

ACCEPTED 188(952) 2891 (412) 3079 (422) 

REJECT EO 5(57.) 4224 (591) 4233 (582) 

TOTAL 197 7115 7312 

It is expec ted that , as lower - leve l sources of knowledge prov ide more accura te 
t imes fo r w o r d hypotheses, the rules for acceptance of val id w o r d pairs may be 
t i g h t e n e d , f u r t h e r increasing the speed and performance of Hearsay- I I . 

Syntactic Processing in Hearsay-II (Hayes-Roth, Erman, Fox, and Mostow) 
The basic tasks facing the three syntactic knowledge sources in Hearsay - I I a re : 

to pa rse syntac t ica l ly acceptable sequences of words; to predict wo rds that can be 
( syn tac t i ca l l y ) adjacent to the ends of a word sequence; and to const ruc t l a rge r 
sequences w h e n pred ic ted words are ver i f ied. The chief obstacle is f ind ing all 
poss ib le syn tac t ic s t ruc tures that can produce a given sequence of wo rds . Of t he 
t r ad i t i ona l pars ing mechanisms, only bot tom-up Kay- type parsers have addressed the 
p r o b l e m of bu i ld ing phrase-s t ruc tu re t rees which are not necessari ly anchored at t he 
s t a r t (or end) of a sentence. But these methods are sti l l inadequate for pars ing in the 
c u r r e n t env i ronment because of their requirement that all const i tuents of a phrase be 
p r e s e n t in o rde r for a phrase to be recognized. In Hearsay- I I , a general method fo r 
such par t ia l pars ing of incomplete phrase st ructures has been deve loped and is used 
t o pa rse grammatical w o r d sequences, to predict extensions, and to jo in up to t h r e e 
sequences of wo rds together in a new syntact ic s t ruc ture . 

The detai ls of the method are now br ie f ly descr ibed. To minimize redundan t 
c o m p u t i n g , the syntact ic (con tex t - f ree) grammar is conver ted to an equivalent temp la te  
no rma l f o r m grammar in which all sequential product ions have b inary der iva t ions (e.g., 
A -> B C D is replaced by A -» B X and X -> C D). Thus, f requen t l y o c c u r r i n g 
grammat ica l subsequences are replaced by a common h igher -o rder non - te rm ina l 
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t h e r e b y minimizing recomputat ion of common subexpressions (Hayes-Roth and Mos tow , 
1975 ) . 

The word -sequence hypothes izer , WOSEQ, generates the init ial w o r d sequences 
tha t are pa r t i a l -pa rsed . Given a wo rd sequence w l ... w n , the RECOGNIZE pa rse r 
k n o w l e d g e source works in a conventional bot tom-up manner, w i t h the excep t ion tha t 
any w o r d s or phrases (non-terminals) that are requi red by a grammar ru le to p recede 
( f o l l o w ) a const i tuent at the f i rs t (last) posit ion of the sequence are p s e u d o - 
r e c o g n i z e d ; that is, if the u jord sequence w l ... wn can be der ived f rom the p roduc t ions 
S -* A T, T -* w l V, V -» U X, U -» ... wn , A -> wO, and X -* w ( n + l ) , then the non- te rm ina ls 
A and X wi l l be pseudo- recogn ized and the sequence w l ... wn wi l l be parsed as an 
ins tance of S, w i t h closest lef t -missing const i tuent A and closest r i gh t -m iss ing  
c o n s t i t u e n t X, Bo t tom-up parsing continues unti l all of the words in the input 
sequence are subsumed by each h ighest-order phrase or unti l no f u r t he r r e w r i t e s are 
poss ib le . The h ighes t -o rder phrases constructed that der ive the ent i re w o r d sequence 
a re r e f e r r e d to as spanning phrases. Because parsing is d iscont inued on spann ing 
p h r a s e s , the par t ia l -parse technique essential ly identi f ies minimal ( l o w e s t - o r d e r ) 
p a r s e s of each sequence. Each distinct parse of a sequence speci f ies a spann ing 
p h r a s e and the pseudo- recogn ized closest missing const i tuents. There may, of cou rse , 
be seve ra l d is t inct parses of any word sequence. If no parse of a sequence is f o u n d , 
it is r e j ec ted . Whenever a sequence hypothesized by the w o r d - s e q u e n c e 
h y p o t h e s i z e r is re jec ted , that knowledge source wakes up, decomposes the r e j e c t e d 
sequence in to maximal subsequences, and then hypothesizes any suf f ic ient ly ra ted new 
w o r d sequences. 

Given a spanning parse of a sequence w l ... wn w i th closest lef t and r i g h t -
miss ing cons t i tuen ts A and X, the words that can be adjacent to < w l or wn> are all 
r i gh tmos t de r i va t i ves of A or leftmost der ivat ives of X. If a spanning phrase has no 
c loses t le f t -m iss ing ( r ight-miss ing) const i tuent, the possible adjacent wo rds are f ound 
b y "go ing u p - a n d - o v e r " : the r ightmost ( leftmost) der ivat ives are computed fo r each 
c o n s t i t u e n t that can be d i rec t ly adjacent to this le f t -complete ( r igh t -comple te ) phrase 
in some h ighe r - l eve l spanning phrase. Predict ions of words are made by the PREDICT 
k n o w l e d g e source whenever the extension of a previously parsed w o r d sequence is 
schedu led and executed. Predict ions may be made to both sides or to only one s ide 
d e p e n d i n g on the re la t ive and absolute numbers of grammatical ly possible w o r d s on 
t h e t w o sides. In any case, if none of the predicted words on one side is v e r i f i e d , t h e 
w o r d - s e q u e n c e hypothes is , although syntact ical ly val id, is deact ivated. No f u r t h e r 
p r o c e s s i n g of that sequence can occur unless it is re t r ieved by another sequence 
e x t e n s i o n col l id ing w i th it on the side that fai led the extension e f fo r t . Such a sa lu ta ry 
co l l i s ion resu l ts in the react ivat ion of the sequence. 

When p red ic ted words are ver i f ied , the CONCAT knowledge source may' e x t e n d 
t he parse by concatenat ing the ver i f ied words t o - t h e predic t ing w o r d r e f e rence . 
G iven the sequence < w l ... wn> and ver i f ied preceding pred ic ted words a l , a2, ak 
and v e r i f i e d succeeding pred ic ted words b l , b2, bm, an at tempt is made to p a r t i a l -
p a r s e all sequences <ai w l ... wn bj> as well as all sequences <x\ x2 ... xp ai w l ... w n 
b j y l y 2 ... yq> where < x l x2 ... xp ai> (<bj y l y l ... yq>) is a p rev ious ly pa rsed 
sequence of wo rds on the blackboard that is t ime-adjacent to and precedes (succeeds) 
< w l ... wn> . Al l successful ly parsed sequences generate phrasal hypotheses. Thus, in 
add i t i on to s imply extending sequences a -word-a t -a - t ime in each d i rec t ion , f ind ing a 
p r e d i c t e d w o r d as the terminus of an exist ing adjacent sequence can t r i gge r the 
conca tena t i on of th ree sequences at once. 

Conclusion 
Because the words that are hypothesized f rom other knowledge sources f o r m 

a r b i t r a r y sequences that usually do not completely sat isfy const i tuent s t r uc tu res of 
p h r a s e r e w r i t i n g ru les, a general mechanism for par t ia l -pars ing is needed. The c u r r e n t 
imp lemen ta t i on generates minimal spanning phrases and retains at most one c losest 
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miss ing cons t i tuen t on each side of each phrase. Par t ia l -pars ing t imes average about 
5 0 msec on the KL10 for a 1000 w o r d vocabulary w i t h a. 15 b ranch ing - f ac to r 
g rammar . Extensions of sequences are quickly computed by running d o w n the r igh t o r 
le f t sons of the b inary sequence nodes of the closest missing const i tuents . T h r e e 
ad jacen t sequences are syntact ical ly concatenated by par t ia l -pars ing the conca tena ted 
w o r d sequences. The cur ren t implementat ion provides an ef f ic ient so lut ion to essent ia l 
p r o b l e m s of syntac t ic processing. In addit ion, the three re la ted knowledge sources 
decompose th is process ing into natural components w i th a gra in-s ize that is a t t r ac t i ve 
f o r focus ing and con t ro l . 
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Focus and Control in Hearsay-II (Hayes-Roth and Lesser) 
The Hearsay - I I speech understanding system cur ren t l y comprises 13 know ledge 

s o u r c e s (KSs), 11 of which are data-d i rected. Each da ta-d i rec ted KS is i nvoked 
w h e n e v e r new or modif ied blackboard data conf igurat ions matching pa t t e rns of 
i n t e r e s t are found . Moni tor ing for potent ia l ly relevant data changes is p e r f o r m e d in 
t w o s t e p s : changes in hypotheses or links at part icular levels are co l lected in change  
se ts spec i f ic to each KS; procedures called precondit ions then closely examine each 
accumula ted change and its blackboard context to determine if the exact p a t t e r n of 
i n t e r e s t is p resent . Once such a pat te rn is detected, the re levant KS is i nvoked 
(schedu led ) to opera te upon it. The basic control problem is to execute f i r s t those 
p r e c o n d i t i o n s and KSs that are most l ikely to lead to successful recogn i t ion of t he 
u t t e r a n c e . The t w o chief subgoals are: (1) to f ind the best i n te rp re ta t i on as qu ick ly 
as poss ib le and (2) to reduce the number of incorrect hypotheses that are g e n e r a t e d 
and t e s t e d . In fact , if too many incorrect hypotheses are examined, w o r k i n g s to rage 
c a p a c i t y of the sys tem may be exceeded, thus precluding eventual co r rec t recogn i t i on 
of t he u t t e rance . 

The c u r r e n t approach to the control problem fol lows closely the design of t he 
focus of a t t en t i on mechanism descr ibed in detail in Hayes-Roth and Lesser (1976) . The 
basic concep ts of that paper are quickly rev iewed here: (1) The Compet i t ion Pr inc ip le : 
t he bes t of severa l a l ternat ives should be per formed f i rs t ; (2) The Val id i ty Pr inc ip le : 
m o r e p rocess ing should be given to KSs operat ing on more val id data; (3) The  
S ign i f i cance Pr inc ip le : more processing should be given to KSs whose expec ted resu l t s 
a re more s ign i f icant ; (4) The Eff iciency Principle: more processing should be g i ven t o 
KSs tha t p e r f o r m most re l iab ly and inexpensively; (5) The Goal Sat isfact ion Pr inc ip le : 
m o r e p rocess ing should be given to KSs whose responses are most l ike ly to sa t i s f y 
p r o c e s s i n g goals. 

The deg ree to which a precondi t ion or KS satisfies these pr inc ip les is r e f l e c t e d 
b y i ts des i rab i l i t y , an increasing funct ion of its val id i ty, dura t ion , level of analys is , 
i m p o r t a n c e , concordance w i th contro l thresholds (goals), ( re la t ive and abso lu te ) 
e x p e c t e d s u p e r i o r i t y over the best competing al ternat ive in the same t ime area, and 
t h e t ime e lapsed since an improved degree of recognit ion was achieved (s tagnat ion) in 
t ha t t ime area. While the desi rabi l i ty of a KS instant iat ion await ing execu t ion is 
d e t e r m i n e d d i rec t l y f rom only one data pat te rn and the declarat ive cont ro l know ledge 
abou t the d i rec t i on (on the blackboard) and relat ive ef fect iveness of i ts act ions, t he 
d e s i r a b i l i t y of a precond i t ion is taken to be the maximum of such values ove r all 
h y p o t h e s e s in its change set. 

Using th is genera l scheme, we have implemented one part icu lar con t ro l s t r a t e g y 
b y se t t i ng par t icu lar processing goals on the blackboard. In i t ia l ly t he 
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s e g m e n t e r / l a b e l l e r is executed and is forced to run to complet ion. This insures that 
b o t t o m - u p sy l lab le hypothes izat ion wil l have the benef i t of complete segmenta l 
c o n t e x t s . The sy l lab le hypothes izer is executed in t u rn , and for a similar reason is 
also f o r c e d to run to complet ion. At this point the sy l l ab l e - t o -wo rd KS responds to 
n e w sy l lab les and generates all potent ia l ly plausible words. The s t ra tegy module t h e n 
es tab l i shes th resho lds govern ing which of these words is hypothes ized. It a t tempts to 
have seve ra l h igh ly ra ted words hypothesized in each area of the u t te rance . A f t e r 
t h i s p rocess ing is completed, the word-sequence hypothes izer examines all w o r d s in 
pa ra l l e l and ident i f ies promising connected sequences of t ime-adjacent syn tac t i ca l l y 
poss ib le pa i rs of wo rds (seeds). The best of these in each time are then hypo thes i zed . 
F r o m th is po in t on , a complex sequence of data-d i rec ted precondi t ions and KSs is 
i n v o k e d , schedu led, and executed to control syntact ic pars ing, hypo thes iza t ion of 
p laus ib le w o r d s to ex tend syntact ic sequences, concatenat ion of ve r i f i ed w o r d s o r 
p h r a s e s w i t h adjacent phrases, and the generat ion of fu r ther seeds when* the sys tem 
is s tagna t ing . Whenever any new complete parse is found, a special KS is i nvoked t o 
d e t e r m i n e wh ich remaining hypotheses and KS instant iat ions are insu f f i c ien t l y 
a t t r a c t i v e to p rese rve . These are ei ther re jec ted or deleted. Processing t h e n 
con t i nues unt i l a quiescence occurs ref lect ing that the remaining a l te rna t ives are 
i nsu f f i c i en t l y c red ib le to cont inue. If a suf f ic ient ly plausible sentence has b e e n 
r e c o g n i z e d , the s topp ing condi t ion KS decides to terminate the analysis; o r if no 
c o m p l e t e sentence has been formed, an attempt is made to in te rp re t the best pa r t i a l 
sequences by the syntax and semantics knowledge source. 

Conclusion 
Each p recond i t ion and KS is regarded as a [condi t ion- fact ion] schema, w i t h 

k n o w n inpu ts (b lackboard hypotheses and links), a known d i rect ion of act ion ( b o t t o m -
u p , t o p - d o w n , or same- level and fo rwards , backwards, or same-t ime), known re l i ab i l i t y 
and e f f i c i ency , and the re fo re , a known expected result . By compar ing the e x p e c t e d 
r e s u l t s of all scheduled act ivi t ies to the current state of recogni t ion and des i red areas 
of ac t i v i t y , the best pending instant iat ion can be execued f i rs t . As a resul t of t un ing 
t he va r i ous we igh t ing factors , we seem to have achieved a desi rable balance of 
b r e a d t h - and d e p t h - f i r s t search (in a global sense) w i th e f fec t ive suppress ion of s u b -
op t ima l ( in a local sense) act ivi t ies. Further, by separat ing expensive searches in to 
tw© or more successive steps (e.g., change sets and precondi t ions do gross f i l t e r i ng 
and on l y subsequent KSs do f ine, expensive processing; or, be fo re expens ive syn tac t i c 
sea rches are pe r f o rmed , inexpensive searches are made for plausible sequences of 
s y n t a c t i c w o r d pairs) , it appears that we have achieved some ef f ic iency in the ove ra l l 
o r g a n i z a t i o n and cont ro l of the search process. 
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Policies for Rating Hypotheses, Halting, and Selecting a Solution in Hearsay-
I I (Hayes-Roth, Lesser, Mostow, and Erman) 

Purpose of hypothesis validity ratings 
The ra t ing pol icy module (RPOL) in Hearsay- I I prov ides a un i form basis f o r 

c o m p a r i n g the p lausib i l i ty of d i f ferent hypotheses. The hypotheses may be compet ing 
a l t e r n a t i v e i n te rp re ta t i ons of the same por t ion of the ut terance at some level of t he 
b l a c k b o a r d , in wh ich case the hypothesis whose val id i ty ra t ing is higher is cons ide red 
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m o r e l i ke ly to be the cor rec t in terpre ta t ion. However, the hypotheses may desc r ibe 
d i f f e r e n t po r t i ons of the ut terance, or prov ide representat ions at d i f f e ren t levels of 
t h e b lackboa rd . Having a uni form rat ing pol icy means that such hypo theses may 
none the less be meaningful ly compared on the basis of thei r va l id i ty ra t ings. This 
i n f o r m a t i o n is used in th ree ways by Hearsay- I I : 

(1 ) to focus a t tent ion in promising direct ions by consider ing h i g h e r - r a t e d (more 
l i ke l y c o r r e c t ) hypotheses before l ower - ra ted hypotheses. This is implemented b y 
mak ing the p r i o r i t y of a scheduled action an increasing funct ion of the va l id i t y ra t i ngs 
of t he hypo theses which are being acted upon (Hayes-Roth and Lesser, 1976) . A lso , 
c e r t a i n t y p e s of act ions are not even scheduled on hypotheses wh ich fa i l minimum 
p laus ib i l i t y tes ts speci f ied by knowledge source modules. These tests use va l i d i t y 
r a t i n g s as a measure of plausibi l i ty. 

(2) to select the most l ikely correct in terpre ta t ion of the u t te rance if t h e r e is 
m o r e t han one phrasal hypothesis spanning the ut terance. The h i ghes t - r a ted such 
h y p o t h e s i s is t hen the chosen in terpre ta t ion . 

(3) to p rune the search once a solut ion (i.e., an u t te rance-spann ing phrasa l 
h y p o t h e s i s ) has been found. This is done by rest r ic t ing fu r the r process ing to t hose 
ac t ions wh i ch are capable of leading to a bet ter (h igher - ra ted) solut ion. 

Computat ion of hypothesis validity ratings 
Hypotheses in Hearsay- I I represent in terpretat ions of the speech signal at 

v a r i o u s levels of represen ta t ion : segmental ( lowest level), syl labic, lexical , w o r d -
sequen t i a l , and phrasal (highest level). An hypothesis may be e i ther con junc t i ve . 
r e p r e s e n t i n g a logical product , or temporal sequence, of lower level hypo theses o r 
d i s j u n c t i v e , rep resen t i ng a logical summation of lower level a l ternat ive hypo theses . 
The d e g r e e to wh ich each lower level hypothesis suppor ts the upper hypo thes is is 
i nd i ca ted by an impl icat ion between -100 (maximally d isconf i rming) and + 1 0 0 
(max imal ly conf i rming) . This number is attached to a link in the b lackboard f r o m the 
l o w e r to the upper hypothes is . 

The va l id i t y ra t ing VLD(H) of an hypothesis H is a measure of the ex ten t to 
w h i c h that hypo thes is is suppor ted , ul t imately, f rom the acoustic data. The lowes t 
l eve l hypo theses are ra ted by the bot tom-end processor. The rat ing of a h igher leve l 
h y p o t h e s i s H is computed f rom the validit ies of the hypotheses wh ich s u p p o r t H 
d i r e c t l y f r o m be low, and is s tored on the blackboard as part of H. The va l id i t y r a t i ng 
of H need on ly be recomputed when the val id i ty or implication of its suppo r t changes, 
o r w h e n H rece ives new suppor t . In such cases, RPOL immediately p ropaga tes 
r e s u l t a n t va l i d i t y changes up through the blackboard. Stor ing the ra t ings on the 
b j a c k b o a r d avoids the expense of recomputing them recurs ive ly wheneve r t h e y are 
used . 

The va l id i t y ra t ing VLD(H) of a dis junct ive hypothesis H suppo r ted by n l o w e r 
l eve l h y p o t h e s e s H I , Hn via respect ive links L I , Ln is g iven by 

Max VLD(Hi)*IMPLICATION(Li)/100, ( l< i<n) . 

S imi lar ly , the va l id i ty rat ing of a conjunct ive hypothesis at the w o r d leve l o r 
b e l o w is g i ven by 

(1 + ( n - l ) / 1 0 ) * (Sum VLD(Hi)*IMPLICATI0N(Li)/100), ( l< i<n) . 

The we igh t ing factor (1 + ( n - l ) / 1 0 ) ref lects the increased p laus ib i l i ty of an 
h y p o t h e s i s wh ich has many conjunct ive supports . 

A b o v e the w o r d level , a somewhat d i f ferent funct ion is used to ra te con junc t i ve 
h y p o t h e s e s . The va l id i ty VLD(H) of a phrasal or wo rd sequence hypothes is H is g i v e n 
b y the d u r a t i o n - w e i g h t e d average val id i ty of its n under ly ing wo rds Wi , w h e r e 
d u r a t i o n is measured in number of syl lables, /.e., 
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VLD(H) = (Sum VLD(Wi)*length(Wi)) / Sum length(Wi), ( l< i<n) , 

w h e r e length(Wi) = length (in syl lables) of the w o r d hypothes is Wi. This fo rmu la 
is based on the empir ical observat ion that the longer a w o r d Wi, the g rea te r t he 
c o r r e l a t i o n b e t w e e n its correctness and the correctness of H. 

Hal t ing condit ions and heuristic pruning 
A phrasa l hypothes is can be thought of as a subpath th rough a f l ow g r a p h 

w h o s e arcs are w o r d hypotheses, and whose source and sink are respec t i ve l y t he 
b e g i n n i n g and end of the ut terance. A solut ion (u t terance-spanning phrase) t h e n 
c o r r e s p o n d s to a complete path through the graph. The val id i ty ra t ing of a s u b p a t h 
( h y p o t h e s i s ) is g i ven by the average arc (word hypothesis) va l id i ty along the s u b p a t h , 
w e i g h t e d b y arc (word ) length measured in syl lables. 

The re is a qual i ta t ive di f ference between the task of searching fo r a so lu t ion 
( comp le te pa th ) and the task of deciding when to stop searching and accept t he 
c u r r e n t best so lu t ion. The former task can ef f ic ient ly be done bes t - f i r s t , i.e., b y 
e x t e n d i n g the most promis ing path at each step in the search. In cont ras t , the l a t t e r 
t ask i n h e r e n t l y involves searching all possible paths in order to guarantee that no p a t h 
is b e t t e r than the best one found so far. Once a path has been found, the goal of 
p r o c e s s i n g shou ld be to enable such a guarantee to be made as quickly as poss ib le . In 
o r d e r to acce lerate the attainment of this goal, two heurist ics for p run ing the search 
a re used . 

The f i r s t heur is t ic consists of re ject ing every word , w o r d sequence, and ph rase 
h y p o t h e s i s wh ich , due to its low rat ing, cannot be extended into a be t te r so lu t ion than 
t h e bes t a l ready found. This heurist ic can be thought of as a fo rm of a l pha -be ta 
p r u n i n g , s impl i f ied for the case of a one-p layer game. Reject ing a s u b p a t h 
( h y p o t h e s i s ) amounts to abandoning certa in nodes in the search t ree wh ich c o r r e s p o n d 
to ex tens ions of that subpath. In operat ion, an hypothesis is re jec ted if, when it is 
e x t e n d e d in to an u t terance-spanning path using the h ighest - ra ted w o r d hypo theses 
c u r r e n t l y on the b lackboard, the result ing (not necessari ly syntact ica l ly legal) pa th is 
r a t e d l ower than the best exist ing solut ion. Further processing on r e j e c t e d 
h y p o t h e s e s is cancel led. This operat ional izat ion is imperfect in that it ignores the 
p o s s i b i l i t y of "missing arcs," i.e., words which may subsequent ly be p red ic ted by the 
s y n t a x module (added as arcs in the graph) and be rated high enough to inva l ida te 
p r e v i o u s decis ions to re ject ear l ier hypotheses. 

The second heur ist ic is based on the observat ion that, if a be t te r so lu t ion t han 
t h e c u r r e n t best solut ion exists, it must be possible to construct it by ex tend ing some 
e x i s t i n g s u b p a t h (hypothes is) which is rated higher than the subpath of the ex is t ing 
s o l u t i o n spann ing the same time interval . (Once again, the missing arc p rob lem is 
i gno red . ) All hypo theses (subpaths) which do not have this p r o p e r t y are deac t i va ted . 
i.e., i ncapac i ta ted as act ive stimuli. Any scheduled inferent ia l act ion based on a 
s t imu lus set of hypotheses is cancelled if all the hypotheses in the set are deac t i va ted . 
Th is heur is t i c can be thought of as another form of a lpha-beta p run ing , modi f ied t o 
a l l ow shar ing of common subtrees in the search t ree. Deact ivat ing a s u b p a t h 
( h y p o t h e s i s ) amounts to de fe r r ing expansion of cer ta in search t ree nodes w h i c h 
c o r r e s p o n d to extensions of that subpath. 

The o b s e r v e d ef fect of these two heurist ics is to cancel a large amount of 
s chedu led process ing once a solut ion is found, and to focus a t ten t ion on those 
ac t i v i t i es w h i c h are capable of leading to a bet ter solut ion. When no such act iv i t ies 
a re le f t to pu rsue , RPOL halts processing, selects the h ighes t - ra ted so lu t ion , and 
passes it to the semantics module to be in te rpre ted . 
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Solutions and partial solutions 
RPOL also halts processing when Hearsay- I I exceeds predef ined l imits on s ize or 

e x e c u t i o n t ime. In this case, RPOL chooses the h ighes t - ra ted u t t e rance -spann ing 
ph rasa l hypo thes is as its solut ion. If no such hypothesis has been gene ra ted , RPOL 
t r i e s t o ex t rac t a maximum of informat ion f rom the blackboard by select ing the best 
p a r t i a l parses (phrasal hypotheses) and passing them to the semantics module for 
f u r t h e r i n t e r p r e t a t i o n (Hayes-Roth, Fox, Gill, and Mostow, 1976). Here, the "best" 
p h r a s e hypo thes i s H at t ime t is considered to be the hypothesis whose time i n t e r va l 
inc ludes t and wh ich has the highest informat ion content, def ined by VLD(H) * length(H). 
RPOL f inds the best hypothes is at each time t (measured in sy l lables fr.om the 
b e g i n n i n g of the ut terance) , and passes the ( typical ly small) set of such hypo theses to 
t h e semant ics module. Thus even when Hearsay- I I fails to f ind a complete so lu t ion , the 
bes t pa r t ia l so lu t ion (set of part ia l in terpretat ions) is found, and this i n fo rmat ion is 
u s e d in de te rm in ing the system's response to the ut terance (Hayes-Roth, Gil l , and 
M o s t o w , 1976) . 

Conclusions 
The task of ra t ing hypotheses in Hearsay- I I is handled by the sys tem po l i cy 

modu le RPOL. The role of knowledge source modules in this task is l imi ted to l ink ing 
t o g e t h e r hypo theses and speci fy ing the implications w i th which lower hypo theses 
s u p p o r t uppe r hypotheses. Thus the ef fects of hypothesis rat ing changes due to new 
i n f o r m a t i o n are automatical ly propagated throughout the blackboard w i thou t r e q u i r i n g 
t h e he lp of the knowledge source modules. The centra l ized implementat ion of r a t i ng 
c o m p u t a t i o n and propagat ion has made it easy to exper iment w i t h d i f f e ren t r a t i ng 
f o rmu las . It has also s impl i f ied the task of developing new knowledge source modules. 

The un i fo rm ra t ing scheme employed permits the meaningful compar ison of t h e 
p laus ib i l i t y of any two hypotheses. Val idity rat ings are used by Hearsay- I I to focus 
p r o c e s s i n g , to p rune the search, and to select the best solut ion or par t ia l so lu t ion . In 
add i t i on , hypo thes is va l id i ty rat ings are used by the knowledge source modules f o r 
p laus ib i l i t y tes ts wh ich must be sat isf ied in order for var ious in ferenc ing ru les to be 
a p p l i e d . Thus va l id i ty rat ings help to guide processing in a bes t - f i r s t d i rec t i on un t i l a 
s o l u t i o n is f o u n d , and to val idate it quickly thereaf ter as the best possible so lu t ion . 
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Semantics and Pragmatics in Hearsay-II (Hayes-Roth, Fox, Gill, and Mostow) 
A speech understanding system d i f fers f rom a recogni t ion sys tem in t w o 

p r i n c i p a l ways . F i rs t , an understanding system ver i f ies that the sentences it hears a re 
mean ing fu l and plausible. This requires use of semantic knowledge. Second, t he 
u n d e r s t a n d i n g sys tem expects part icular types of communication to occur in spec i f ic 
d i scou rse con tex ts and in te rp re ts the sentences it recognizes accord ing ly . Such 
e x p e c t a t i o n and contextua l in te rpre ta t ion requires pragmatic knowledge. The p u r p o s e 
of semant ics and pragmatics knowledge sources is to conver t this knowledge about 
mean ings , in ten t ions , and communication conventions into e f fec t ive act ion. The most 
s ign i f i can t t y p e of act ion is one that constrains the recogni t ion process, a search f o r a 
p laus ib le parse of the spoken ut terance. The second most important t y p e of act ion is 
t o h y p o t h e s i z e what was intended, when what was said cannot fu l ly be recogn ized . 
The last t y p e of e f fec t i ve action needed is to in te rpre t (deduce the in ten t ion) of a 
success fu l l y pa rsed ut terance. 
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The complex i t y of art i f ic ial spoken languages may be const ra ined by r e s t r i c t i n g 
e i t h e r the w a y ideas are expressed (syntax) or the number of ideas that can be 
e x p r e s s e d (semantics). Our approach, in the news re t r ieva l and computer sc ience 
a b s t r a c t r e t r i e v a l tasks, has been to develop one comprehensive semantic grammar 
( a v e r a g e b ranch ing factor 50 ) used for in terpre ta t ion of recognized w o r d sequences 
and to v a r y sys temat ica l ly the syntact ic constraint of the languages used fo r speech 
r e c o g n i t i o n per se (branching factors 5, 15, 25). Regardless of the par t icu lar syn tax 
used fo r recogn i t i on , the same general semantic grammar is used for semantic analys is. 
Th is grammar is a template grammar like those developed for Par ry by Co lby , w i t h 
d i s t i nc t temp la tes for each unique type of semantic form (Colby, 1974; Hayes-Roth and 
M o s t o w , 1975) . Semantic in te rp re ta t ion is accomplished by ex t rac t ing f r om the (pa rse ) 
t r e e of ins tan t ia ted templates the part icular words or expressions f i l l ing the va r i ous 
f unc t i ona l "s lo ts . " 

Par t ia l l y recogn ized sentences are also easily i n te rp re ted in this f r a m e w o r k . 
W h e n the a t tempt to recognize a complete sentence has fa i led, the best ( longest and 
most h igh ly ra ted ) syntact ic w o r d sequences in each time area of the u t te rance are 
passed to semantic analysis. All templates ful ly or par t ia l ly sat is f ied by w o r d 
sequences are instant ia ted. The most fu l ly matched semantic pa t te rn is then chosen as 
t h e i n t e r p r e t a t i o n of the ut terance. Thus, the recognized sequence "Newel l or S imon" 
w o u l d be i n t e r p r e t e d e f fec t ive ly as if "List all abstracts by Newell or Simon f r o m any 
j o u r n a l f r o m any da te " had been recognized. 

The capac i ty to prov ide semantic constraint dur ing recogni t ion is de te rm ined 
p r i m a r i l y b y the re l iab i l i ty of predict ions regarding what the speaker is l ike ly to say . 
We have implemented a discourse knowledge source including a conversa t ion model 
t ha t p r o m p t s the speaker w i t h questions, provides informat ion about using the sys tem 
and the o rgan iza t ion of the data base, and predicts the (semantic and syntac t ic ) t y p e 
of u t t e r a n c e next expected. Earlier versions of the syntax and semantics know ledge 
s o u r c e b iased recogn i t ion actions in favor of predicted communication forms. Howeve r , 
b o t h because any val id sentence is permi t ted at any time and because the sys tem is 
usua l l y e m p l o y e d for isolated sentence understanding, no direct semantic bias is 
c u r r e n t l y used. The basic scheme for such bias is, however , conceptua l ly s imp le : 
g i v e n an expec ted t ype of ut terance (a highest- level semantic template) , r ecu rs i ve l y 
c o m p u t e the expec ted l ower -o rde r subtemplates and, ul t imately, the w o r d s and 
p h r a s e s that wou ld instant iate the expected meaning templates. Dur ing recogn i t i on , 
p r i o r i t y is g i ven to actions based on expected forms, at the expense of d e l a y e d 
p r o c e s s i n g of unexpec ted w o r d sequences. 

Conclusions 

We have ident i f ied th ree types of actions to be per fo rmed by semant ics and 
p ragma t i cs knowledge sources: (1) bias recogni t ion in favor of expec ted fo rms ; (2 ) 
i n t e r p r e t semant ical ly plausible, part ial sequences; and (3) co r rec t l y i n t e r p r e t t he 
i n t e n t i o n of the speaker when a sentence is fu l ly recognized. These act ions a re 
e f f e c t e d in Hearsay - I I by combining semantic template grammars w i t h a conversa t iona l 
mode l that ant ic ipates the speaker 's general intent ion and can enumerate i ts manner of 
e x p r e s s i o n . The real izat ion of such actions, at least in res t r ic ted domains of d i scourse , 
can n o w be cons idered a we l l -unders tood technology. 
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Discourse Analysis and Task Performance in Hearsay-II (Hayes-Roth, Gill, 
and Mostow) 

The d iscourse analysis module (DISCO) in Hearsay- I I uses knowledge about t he 
s t a t e of the conversa t ion to in te rpre t the speaker 's in tent ion and to d i rec t t he 
a p p r o p r i a t e act ions w i th in the task program. Usually, the intent ion of the speaker is t o 
es tab l i sh a genera l area of in terest , to re t r ieve art icles by k e y w o r d exp ress ion , to 
f u r t h e r qua l i f y a k e y w o r d express ion, to pr int selected art ic les, or to reques t c e r t a i n 
i n f o r m a t i o n about the re t r i eved art ic les, such as t i t le , date, author, author 's a f f i l i a t ion , 
o r pub l i sher . The speaker can also ask for help or complain about the sys tem's 
r e s p o n s e . 

The s ta te of discourse is represented by the contents of severa l semant ic 
r e g i s t e r s , one of wh ich points to a node in a f in i te state automaton d iscourse model . 
(See F igure 1.) Each node in the model corresponds to a general sentence p a t t e r n o r 
t e m p l a t e (Hayes-Roth , Fox, Gill, and Mostow, 1976). (See Figure 2.) Other r e g i s t e r s 
ho ld the c u r r e n t menu (general area of interest) , the most recent k e y w o r d exp ress ion , 
t h e ar t i c le most recent ly r e f e r r ed to, the most recent ly re t r i eved ar t ic les, and t he 
s u b s e t of r e t r i e v e d art ic les which sat isfy fu r ther qual i f icat ions spec i f ied b y t h e 
speake r . The f in i te state model is used to in terpre t y e s - o r - n o responses and 
p a r t i a l l y - r e c o g n i z e d ut terances, and to make predict ions about what the speaker is 
l i ke l y to say next . Al l possible transi t ions between nodes in the model are p e r m i t t e d ; 
t h e arcs in the model indicate the transit ions which are considered l ikely. 

F igure 3 shows a sample interact ion between DISCO and a speaker. U t te rances 
enc losed in square brackets denote recognized spoken ut terances. In the example 
s h o w n , the f i r s t u t te rance 

[ WE'RE INTERESTED IN LEARNING ] 

is r ecogn i zed by the semantics module as an instance of the SSELECTION templa te , and 
t h e semant ic f ea tu re $LEARNING (indicated area of in terest , or menu) is ex t rac ted . This 
semant i c i n t e r p r e t a t i o n of the ut terance is passed to DISCO, wh ich reco rds the 
ind i ca ted area of in teres t , LEARNING, in the MENU register , and sets the NODE reg i s te r 
to po in t at the ^SELECTION node in the f ini te state model. DISCO then pred ic ts tha t 
t h e nex t u t te rance wi l l be an instance of the SREQUEST template and wi l l concern t he 
area of LEARNING. These predict ions can be used to bias subsequent p rocess ing to 
f a v o r recogn i t i on of keywords in the LEARNING menu and funct ion words charac te r i s t i c 
o f a SREQUEST (Hayes-Roth, Fox, Gill, and Mostow, 1976). Such pred ic t ions can also be 
u s e d to r espond gracefu l ly in the case of a par t ia l ly - recognized ut terance (Hayes-Roth , 
Lesser , Mos tow, and Erman, 1976). In the example, if the speaker 's second u t te rance 

[ WERE ANY ARTICLES ON LEARNING WRITTEN IN MAY 1974 ] 

w e r e not fu l l y recogn ized, DISCO would assume that the speaker had REQUESTed some 
a r t i c l es about LEARNING and could ask him to repeat the request . If the u t t e rance 
f r a g m e n t "LEARNING WRITTEN IN MAY 1974" were recognized and i n t e r p r e t e d by t he 
semant ics module, DISCO could re t r ieve articles on learning dated May, 1974. 
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SGRIPE 

8HELP 

8SELEC )TION 

I T 
SMOREONMENU 

want more 
on menu 

Z5fg 

8REQUEST 
re t r ieve articles 

I T 

8CONTENTS of MENU 

$W ANTS EE 
tell user * stories 
and tit le of next; 

does speaker want 
to see this article 

N 

8WANTM0RE 
does speaker 
want to see 

another 

N 

8LISTIIT 

type art icle 

SEMANTIC REGISTERS 

NODE 
poin ter into 

f in i te state mode 

SPRUNEJLIST 
fur ther restr ic t 

previous retr ieval! 

8GETHNFO 
print requested 
information 

8MAKE1FJLE 
put articles 

in a f i le 

SLISTITHEM 
print articles 

MENU 

KEYWORDEXP 

CURRENT ARTICLE 

ARTICLES 

SUBSET 

Figure 1: Semantic registers and finite state discourse model. 
labels Y and N indicate YES and NO responses; 

0 indicates empty retr ieval set. 

-1*1 
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^SELECTION [ WE'RE INTERESTED IN LEARNING ] 
Specifies a menu. DISCO responds by printing Keywords and phrases f rom the menu. 

SREQUEST [ WERE ANY ARTICLES ON LEARNING WRITTEN IN MAY 1974 ] 
Specifies a set of articles. DISCO retrieves the articles and asks for fur ther d i rect ions. 

SPRUNI:!LIST [ WHICH OF THESE MENTION ROBOTS ] 
Furl her specifies a set of articles. DISCO removes articles from the cur ren t ly r e t r i e ved 
set which don't satisfy the new restrictions. 

SGETIJIMFO [ WHO WROTE THESE ] 
Requests information about the retrieved articles. DISCO prints the requested in format ion. 

SLISTITHEM [ PLEASE LIST THEM ] 
Requests output of a set of articles. DISCO prints all the articles in the cur ren t l y r e t r i e v e d set. 

SLISTUT [ PRINT IT ] 
Requests output of a single article. DISCO prints the article most recent ly r e f e r r ed to . 

SSTOP1LISTING [ STOP LISTING PLEASE ] 
Requests cessation of output. DISCO aborts the current output operat ion. 

8MAKEIF1LE [ MAKE A FILE OF THESE PIECES ] 
Requests file output. DISCO creates a file containing the retrieved articles. 

ECONTENTS 1MENU [ WHAT ARE THE KEYWORDS FOR LEARNING ] 
Requests the contents of a menu. DISCO lists the keywords and phrases of the menu. 

SHELP [ WHAT CAN I ASK ] 
Requests assistance or information about the system. DISCO attempts to fulfill the request . 

SGRIPE [ WHY ARE YOU SO SLOW ] 
Complaint. DISCO responds with a pacifying message. 

The following three nodes represent responses to yes-or-no questions asked by DISCO. 

SWANT5EE 

DISCO has printed the title of an article and asked, "Do you want to see this art ic le?" 

SWANTMORE 
DISCO has printed some of the articles in the currently retrieved set and asked, 
"Do you want to see another of these articles?" 

SMOREONMENU 
DISCO has exhausted the currently retrieved set and asked, "Do you want to ask more about 
<curront menu>?" where <current menu> is the most recent area of interest. 

Figure 2. Templates corresponding to nodes in the finite state model. 
Instances of templates are shown in square brackets. 

Text describes the intention of each utterance template and DISCO's response to it. 
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OK, WHAT SUBJECT DO YOU WANT TO ASK ABOUT? 

[ WE'RE INTERESTED IN LEARNING ] 

THE KEYWORD PHRASES WHICH 1 KNOW ABOUT ARE: 
LEARNING 
HYPOTHESIS FORMATION 
CELL ASSEMBLY THEORY 
BRAIN THEORY 
CAUSAL REASONING 
COMMON SENSE THEORY FORMATION 
CONCEPTUAL INFERENCE 
CYBERNETICS 
GRAMMATICAL INFERENCE 
NEURAL NETWORK'S 
PERCEPTRON5 
RULE ACQUISITION CAPABILITIES 
ABSTRACTION 

ACQUISITION OF KNOWLEDGE 

OK, ASK ME ABOUT LEARNING 

[ WERE ANY ARTICLES ON LEARNING WRITTEN IN MAY 1974 ] 

THERE ARE 2 STORIES 
THE FIRST ONE IS: 
TITLE: 

DESIGN OF AN INTERACTIVE ENVIRONMENT TO STUDY THE BEHAVIOR OF SEVERAL 
ROBOTS WHICH CAN LEARN, PLAN THEIR ACTIONS, AND COEXIST 

DO YOU WANT TO SEE THIS ARTICLE? 

[ WHO WROTE THESE ] 

DESIGN OF AN INTERACTIVE ENVIRONMENT TO STUDY THE BEHAVIOR OF SEVERAL 
ROBOTS WHICH CAN LEARN, PLAN THEIR ACTIONS, AND COEXIST 
NICHOLAS V. FIND1.ER 

PROCEDURAL LEARNING IN WORLDS OF ROBOTS 
LAURENT S1KLOSSY 

Figure 3. Sample interaction between DISCO and speaker. 
Spoken utterances are enclosed in square brackets. 
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PARALLEL PROCESSING IN SPEECH UNDERSTANDING SYSTEMS 

Parallelism in Artificial Intelligence Problem-solving (Lesser and Fennell) 

Background 

Many ar t i f ic ia l intel l igence problem-solv ing tasks requ i re large amounts of 
p rocess ing p o w e r because of the size of the search space that needs to be examined 
d u r i n g the course of p rob lem solut ion. This is especial ly t rue for tasks that i nvo l ve 
the i n t e r p r e t a t i o n of r ea l -wo r l d perceptual data which is genera l ly v e r y no isy (i.e., 
s p e e c h and image understanding systems). For example, a speech -unders tand ing 
s y s t e m capable of re l iab ly understanding connected speech invo lv ing a la rge 
v o c a b u l a r y is l ike ly to requ i re f rom 10 to 100 million instruct ions per second of 
c o m p u t i n g p o w e r , if the recogni t ion is to be per formed in real t ime. Recent t r ends in 
t e c h n o l o g y suggest that raw computing power of this magnitude can be economica l ly 
o b t a i n e d t h r o u g h a c lose ly -coup led ne twork of asynchronous "s imple" p rocessors . The 
ma jo r p rob l em w i t h using a ne twork mult iprocessor is in spec i fy ing the va r ious 
p r o b l e m - s o l v i n g algor i thms in such a way as to exhibi t a s t ruc tu re app rop r i a t e f o r 
e x p l o i t i n g the avai lable parallel ism. 

This res t ruc tu r i ng of an art i f i ic ial intel l igence task for paral lel p rocess ing may 
no t be as d i f f i cu l t as might be expected. The basic prob lem-so lv ing parad igm tha t is 
used to reso lve ambiguit ies resul t ing f rom the e r ro r in input data and the imprec ise 
and e r r o r f u l na tu re of knowledge sources implicit ly involve paral le l ac t i v i t y . This 
pa ra l l e l ac t i v i t y arises because many weakly suppor ted a l ternat ive hypo theses must be 
" s imu l t aneous l y " evaluated in order to locate a consistent hypothes is wh ich is a 
s o l u t i o n to the prob lem. These problem-solv ing techniques are implemented t h r o u g h 
soph i s t i ca ted con t ro l s t ruc tures that (1) permit the select ive searching (usual ly 
heu r i s t i c ) of a large par t of the state-space of possibi l i t ies and (2) al low the combin ing 
of mu l t i p le , d i ve rse sources of knowledge (e.g., in the speech domain, acoust ics, syn tax , 
semant ics , prosodies) so as to cooperate in resolv ing ambiguity [Reddy 76 , Woods 7 4 , 
and Lesser 75A ] . The state-space searching in exist ing systems is imp lemented 
t h r o u g h back t rack ing cont ro l s t ruc tures; these are basically sequential implementat ions 
of non -de te rm in i s t i c cont ro l s t ruc tures. Thus, a large potent ia l for paral le l ism ar ises 
f r o m imp lement ing these non-determinist ic control s t ruc tures in a paral le l manner, i.e., 
sea rch ing d i f f e ren t par ts of the state space in paral lel . In addi t ion, if these d i v e r s e 
k n o w l e d g e sources (KS's) can be made independent, there exists the po ten t ia l f o r a 
p r o p o r t i o n a l speed -up in the recogni t ion process by execut ing them in para l le l . 
F ina l l y , t h e r e is the possib i l i ty of decomposing each knowledge source into sepa ra te 
pa ra l l e l p rocesses. 

Summary of Cur rent Research 
In o rde r to test the ease and ef fect iveness w i th which an ar t i f ic ia l in te l l igence 

task cou ld be s t ruc tu red for and executed on a mult iprocessor, an o rgan iza t ion fo r a 
k n o w l e d g e - b a s e d art i f ic ia l intel l igence problem-solv ing system was deve loped w h i c h 
t akes maximum advantage of any separabi l i ty of the processing or date components 
ava i lab le w i t h i n that organizat ion. Knowledge sources are in tended to be l a rge l y 
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i n d e p e n d e n t and capable of adynchronous execut ion in the form of knowledge source 
p rocesses . Overal l system contro l is d is t r ibuted and pr imar i ly da ta -d i rec ted , be ing 
based on even ts occur r ing in a global ly shared data base. Such a p rob lem-so l v i ng 
o r g a n i z a t i o n is be l ieved to be part icu lar ly amenable to implementat ion in the h a r d w a r e 
e n v i r o n m e n t of a ne twork of c losely-coupled asynchronous processors wh ich share a 
common memory . The Hearsay II speech-understanding system (HSII) [Lesser 7 5 , 
Fenne l l 77 , Erman 75 ] , which has been developed using the techniques fo r s y s t e m 
o r g a n i z a t i o n descr ibed above, has prov ided a context for eva luat ing t h e 
mu l t i p rocess ing aspects of this system archi tecture. 

Based on mult iprocess simulations and implementation of these systems on t he 
C.mmp mul t ip rocessor , the fo l lowing results were obtained [Fennell 7 5 ] : 

1. The re does exist extensive parallel ism in the speech unders tand ing 
task (e.g., g iven a small conf igurat ion of knowledge sources, b e t w e e n 
4 - 1 4 processors could be ef fect ive ly uti l ized). 

2. The overheads involved in suppor t ing the mul t iprocessing and 
synchron iza t ion pr imi t ives are quite high (e.g., over 1007). 

3. The locking s t ruc tures had to ve ve ry carefu l ly ta i lo red to the 
par t icu lar set of knowledge sources; o therwise , the e f fec t i ve 
paral le l ism wou ld be signif icant ly degraded. 

In t r y i n g to unders tand the implications of the last two resul ts , some t e n t a t i v e 
o b s e r v a t i o n s w e r e made. The f i rst and somewhat surpr is ing observa t ion was that t he 
basic s e l f - c o r r e c t i n g nature of the informat ion f low in the HSII sys tem, wh ich comes 
f r o m know ledge source cooperat ion through a hypothes ize-and- tes t parad igm, may 
o b v i a t e the need for most uses of explicit synchronizat ion techniques to maintain data 
i n t e g r i t y . To e labora te on this point, one knowledge source can cor rec t the mistake of 
a n o t h e r know ledge source whether the e r ro r arises f rom a mistake in the t h e o r y 
b e h i n d the knowledge source or f rom incorrect synchronizat ion (i.e., w o r k i n g on 
p a r t i a l l y inva l id data). Another example of this se l f -cor rec t ing t ype of computa t ion 
s t r u c t u r e is the re laxat ion method ( i terat ive ref inement) used to solve pa r t i a l 
d i f f e r e n t i a l equat ions. This t ype of computational s t ruc tu re , w h e n put on 
a s y n c h r o n o u s mul t iprocessors, can be decomposed so as to avoid a lot of exp l i c i t 
s y n c h r o n i z a t i o n at the expense of more cycles for convergence. This t y p e of 
decompos i t i on is accomplished by not requir ing each point to be calculated based on 
t h e most u p - t o - d a t e values of its neighbor ing points. The i te ra t ive re f inement n a tu re 
of c o m p u t a t i o n wi l l cor rec t (w i th in a certa in range) for this lack of synchron iza t ion . I t 
is fe l t the f e e d - f o r w a r d / f e e d - b a c k w a r d data-d i rected prob lem-so lv ing parad igm of 
HSII has similar p roper t i es . The other observat ion was that a drast ic decrease in t he 
cos t of ce r t a i n t ypes of synchronizat ion pr imit ives could be accomplished if t he i r 
imp lemen ta t i on is ta i lo red to their (statist ical) usage. 
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The HSII/C.mmp System (Lesser, Buchalter, McCracken, Robertson, and 
Suslick) 

The HSII/C.mmp system has been developed to test whether an asynchronous 
mu l t i p rocess arch i tec ture such as C.mmp (16 PDP-11 processors shar ing a common 
m e m o r y ) can be e f fec t i ve ly applied to speed up the higher level process ing of a 
s p e e c h unders tand ing system. Extensive simulation studies were done on a PDP-10 
us ing a mul t ip rocess vers ion of Hearsay- I I to test the feasib i l i ty of the idea b e f o r e 
e m b a r k i n g on the actual implementat ion (Fennell and Lesser 1977). 

A p r o t o t y p e vers ion of this system wr i t t en in L*, a system bui ld ing language 
d e v e l o p e d by Newel l et al. 1 9 7 0 - 7 1 , was constructed and running in Feb rua ry of 1976 . 
In add i t i on , an algebraic- language in te rpre ter , SL*, was const ruc ted fo r execu t i ng 
k n o w l e d g e sources w r i t t e n in an Algol dialect. However, the knowledge source 
modu les w e r e v e r y pr imi t ive , and no substantial results we re obta ined except the 
measurement of the overhead of certa in Hearsay- I I pr imi t ives. As a resul t of these 
measuremen ts , a re implementat ion was begun in order to s igni f icant ly speed up the 
s y s t e m (especia l ly those system pr imit ives which deal w i th synchron izat ion ope ra t i ons ) , 
and to make it possible to run large knowledge source modules in the small address 
space env i ronmen t that the PDP-11 provides. This re implementat ion is now almost 
c o m p l e t e , w i t h pre l iminary resul ts indicating a speed-up of approx imate ly 10 ove r t he 
o r i g i na l ve rs i on . In addi t ion, a t ranslator has been developed which takes most PDP-10 
s ta temen ts w r i t t e n in SAIL and translates them into equivalent SL* s tatements. Thus, it 
shou ld be poss ib le in the next few months to run, wi thout major code conve rs ion , t he 
k n o w l e d g e source modules of the PDP-10 Hearsay- I I system on the HSII /C.mmp 
s y s t e m . 
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A Parallel Production System for Speech Understanding (McCracken) 
The ques t ion addressed by this thesis (McCracken 1977) is whe the r or not a 

p r o d u c t i o n sys tem arch i tec tu re* can remedy some of the chronic p rob lems of 
k n o w l e d g e rep resen ta t i on and system organi ation in large knowledge-based ar t i f i c ia l 
i n te l l i gence sys tems, par t icu lar ly speech understanding systems. Of par t icu lar i n te res t 
is the p r o b l e m of exp lo i t ing paral lel machine archi tectures to obta in near r ea l - t ime 
r e s p o n s e . To exp lo re this quest ion, a product ion system vers ion of the H e a r s a y - I I 
s p e e c h unders tand ing system, called HSP, for HearSay Product ion sys tem, is be ing 
imp lemen ted on C.mmp, the CMU mult i -mini-processor. A large f rac t ion of the Hea rsay -
I I speech knowledge has been translated into product ions for HSP, spec i f i ca l l y : 
POMOW ( w o r d recognizer ) , POSSE-WOMOS (word ver i f i e r ) and SASS (syntax and 
seman t i cs ) ^ . 

Expec ted resul ts come under two main categor ies: comparisons b e t w e e n the 
w a y know ledge is encoded in HSP versus Hcarsay- I I , and comparisons in the use of 
para l le l i sm. The major d i f ferences between the HSP and Hearsay- I I a rch i tec tu res a r e : 
(1 ) t he basic knowledge unit in HSP, a product ion, is considerably smaller than a 
H e a r s a y - I I Knowledge Source ; (2) HSP encodes knowledge in a more formal and 
s imp le , but less express ive , language than Hearsay- I I ; (3) HSP to ta l ly segrega tes 
c o n d i t i o n f r o m act ion (i.e., read f rom wr i te ) , whi le Hearsay- I I al lows a mix tu re ; and (4 ) 
t h e r e is v i r t ua l l y no use of local work ing memory in HSP (only a single shared w o r k i n g 
m e m o r y ) , whe reas Hearsay- I I knowledge sources make use of ra ther large local da ta 
c o n t e x t s in addi t ion to the shared Blackboard. It is expected that these a rch i tec tu ra l 
d i f f e r e n c e s w i l l y ie ld an improvement for HSP in e f fect ive paral lel ism, in c la r i t y of 
k n o w l e d g e , in ease of augmentat ion, and in other problem areas, such as handl ing of 
e r r o r , d i rec t i ona l i t y con t ro l , and performance analysis. 

1 . A p r o d u c t i o n sys tem encodes all long- term knowledge as simple cond i t i on -ac t i on 
ru les wh i ch opera te f rom a shared work ing memory. For e n t r y into the sub jec t 
see : R. Davis and J. King, An Overview of Product ion Systems, Computer Science 
Depar tmen t , S tanford Univers i ty , Oct. 1975. 

2. POSSE, WOMOS, and the vers ion of SASS used are f rom an ear l ier ve rs i on o f 
H e a r s a y - I I used in the Spring of 1972. 
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I I I . PERFORMANCE MEASUREMENT 

In th is sect ion we present the detai led performance resul ts ob ta ined f o r t h e 
H a r p y and Hearsay - I I systems in September of 1976. Since then bo th sys tems have 
b e e n i m p r o v e d ; fu tu re papers wi l l prov ide results of improved per fo rmance . The 
p u r p o s e of th is sect ion is to prov ide a record of system per formance as measured o n 
S e p t e m b e r 8, 1976. 

In add i t ion to the per formance of the systems on the 1 0 1 1 - w o r d tasks, th is 
s e c t i o n also contains resul ts of exper iments on connected digi t recogn i t ion , e f f ec t o f 
t e l e p h o n e on accuracy, ef fect of mult iple speakers (using speaker i ndependen t 
t emp la tes ) on accuracy, and ef fects of branching factor and vocabu lary s ize on t h e 
p e r f o r m a n c e of the Harpy system. 

Performance of the Harpy and Hearsay-II Systems 
Figure 1 g ives the performance of the Harpy system on the 1 0 1 1 - w o r d A I 

a b s t r a c t r e t r i e v a l task. The vocabulary used in this task and the phone d i c t i ona ry 
assoc ia ted w i t h the vocabulary is g iven in Appendix I I I-B. 

Given the vocabulary and protocols taken of humans in teract ing w i t h a mock 
s y s t e m , Hayes-Roth genera ted a set of typical sentences that are l ikely to be usefu l in 
t h e abs t rac t re t r i eva l task. No attempt was made to res t r ic t these to any spec i f i c 
g rammar . However , care was taken to see that each w o r d in the vocabu la ry o c c u r e d 
at least once in these sentences. These sentences (a total of 496) s e r v e d t w o 
p u r p o s e s : 1) as a set of t ra in ing sentences (spoken by Lee Erman), and 2) f o r t he 
i e s i g n of a fami ly of languages w i th vary ing branching factors that accept at least t he 
i r a i n i n g sentences and possibly many more. 

Goodman designed many such languages. Two extreme examples are a language 
w h e r e any w o r d (of the 1011) could fol low any other w o r d , permi t t ing many nonsense 
sen tences , and another in which only the 496 training sentences w e r e legal. Of t he 
s e v e r a l languages chosen for the exper imentat ion, three specif ic ones—AIX05, A I X 1 5 , 
and A I X F - - a r e g iven in Appendix I I I -C (an earl ier vers ion of AIXF was deve loped b y 
Hayes-Ro th ) . 

The grammar that al lowed Harpy to reach the per formance goals of the ARPA 
p r o g r a m was A IX05, w i t h a static branching factor of 9.53 and an average dynamic 
f a n o u t of 33 .4 . The o thers were too large t o . f i t wi th in the memory of the PDP-10 
s y s t e m . However , it was possible to study the performance of AIX15 and AIXF us ing 
v a r i a n t s wh ich used smaller vocabular ies, created by el iminating some of the p r o p e r 
nouns . 

The t ra in ing sets for the other four speakers ( two male and' t w o female) 
cons i s ted of a small subset of the original t raining sentences. These w e r e used to 
g e n e r a t e speaker -dependen t phone templates for each of the speakers (see the p a p e r 
b y L o w e r r e in Sect ionETon speaker adaptation). 

A comple te ly new set of 100 test sentences was created by Hayes-Roth w h i c h 
w e r e not par t of the t ra in ing set. These are given in Appendix I I I -A. Erman r e c o r d e d 
all t he 100 test sentences and the other four speakers recorded a subset of t w e n t y 
one sen tences each. These sentences were used only for test ing the pe r fo rmance , of • 
t h e s y s t e m ; the sys tem was not tuned in any way in response to e r r o r s in this set . 

The Harpy system achieved an aggregate 917 sentence accuracy and 9 5 £ 
semant ic accuracy over all the 5 speakers and requ i red 27.9 mil l ion ins t ruc t ions pe r 
second of speech processed (Fig. 1). Hearsay- I I (Fig. 3) was tes ted on on ly t w e n t y 
t w o sen tences . fo r lack of t ime and achieved 917 semantic accuracy and requ i r ed about 
8 5 mipss. F igures 2 and 4 give the performance of the two systems on test sen tences 
r e c o r d e d l ive in the classroom on September* 8. The 'Harpy system recogn ized f ou r o f 
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the f.ve sentences recorded by two male and one female speaker correctly The 
Hearsay-II system recognized three of the five. These sentences were^ generated by 
IrLoi r ^ r S T ^ h 0 , W e r e g ' V e n C ° p i e s 0 f t h e *r™™-> t h e sentences we?eTn neway 
preselected. The classroom environment was somewhat more noisy tha^the terminal 
room env.ronment normally used to collect training data terminal 
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TASK 
R e c o g n i t i o n of AI i n f o r m a t i o n r e t r i e v a l t a s k 

Vocabulary s i z e : 1011 
Branching f a c t o r : 9 . 5 3 
Average f a n o u t : 3 3 . 4 

DATA 
Number of s p e a k e r s : 5 

3 ma I e 
2 female 

T r a i n i n g s e t for speaker LE 
496 s e n t e n c e s 
4049 words 
2 4 . 7 m i n u t e s of s p e e c h 

T r a i n i n g s e t for s p e a k e r s DS KP BH CU 
256 s e n t e n c e s 
1444 words 
1 0 . 1 m i n u t e s of s p e e c h 

T e s t s e t for a l l s p e a k e r s 
184 s e n t e n c e s 
1138 words 
6 . 5 m i n u t e s of s p e e c h 

PERFORMANCE ON THE TEST DATA 
97% word a c c u r a c y 
91% s e n t e n c e a c c u r a c y 
95% s e m a n t i c a c c u r a c y 
2 7 . 9 t l i p s s 

Figure 1. Harpy results for the AI re t r ieva l task test data. 
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RESULTS OF LIVE SENTENCES HRRPY VERSION 
UTT TIME IN UOROSIN WORDSOUT #COR %COR TIME TIMEOUT ESTATES SEGMENTS 

/TIME IN 
1 2.2 6 6 6 ine.o 71.3 32.2 261 82 
2 2.1 6 6 6 108.8 69.9 33.8 355 79 
3 3.8 9 11 5 55.6 381.1 88.3 396 138 
4 2.1 9 9 9 108.8 96.1 45.6 432 81 
5 1.5 4 4 4 100.8 53.8 36.6 352 53 

2.3 34 36 38 88.2 118.3 58.8 359 36.4% 
S.D.=18.8 

Correct utts=4/5 s 80.82 

RESULTS OF LIVE SENTENCES HRRPY VERSION 

UTT 1 
UTT="RRE RNY PAPERS RBOUT SEMRNTIC NETWORKS" 
REC="ARE ANY PAPERS ABOUT SEMANTIC NETWORf S" 
C0RRECT=6/6 AVE. PRB.4954988 

UTT 2 
UTT="DOES SEMANTIC NETS GET MENTIONED ANYIIHERE" • 
REC= "DOES SEMANTIC NETS GET MENTIONED ANYIIHERE" 
C0RRECT=6/6 AVE. PRB.5618788 

UTT 3 ' 
UTT="UHICH PAPERS ON REGION ANRLYSIS RLSO DISCUSS LANGURGE UNDERSTANDING" 
REC="WHICH PAPERS ON A REGION ANALYSIS SUBSYSTEM AND DESIGN MENTION UNDERSTANDING" 
C0RRECT=5/9 AVE. PRB.6636969 * * * * * * * * * * 
UTT 4 
UTT="H0U MANY ARTICLES ON CHESS RND LERRNING RRE THERE" 
REC="HOU MRNY RRTICLES ON CHESS RND LEARNING ARE THERE" 
C0RRECT=9/9 AVE. PRB.5521664 

UTT 5 
UTT="UE'RE INTERESTED IN HEARSAY" 
REC="WE * RE INTERESTED IN HEARSAY" 
C0RRECT=4/4 AVE. PRB.=-.6638372 

Figure 2. Harpy resul ts for the l ive demonstrat ion, 8 September 1976. 
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TASK R e c o g n i t i o n o f A I i n f o r m a t i o n r e t r i e v a l t a s k 
V o c a b u l a r y s i z e : 1011 
B r a n c h i n g f a c t o r : 9 . 5 3 
A v e r a g e f a n o u t : 3 3 . 4 

•ATA Number o f s p e a k e r s : 1 ma le s p e a k e r 

T r a i n i n g s e t f o r w o r d h y p o t h e s i z e r 
G0 s e n t e n c e s 
340 w o r d s 
2 . 2 m i n u t e s o f s p e e c h 

T r a i n i n g s e t f o r wo rd v e r i f i e r 
747 s e n t e n c e s 
4049 w o r d s 
2 4 . 7 m i n u t e s o f s p e e c h 

T e s t s e t f o r a l l s p e a k e r s 
22 s e n t e n c e s 
154 w o r d s 
1 . 0 m i n u t e o f s p e e c h 

PERFORMANCE ON THE TEST DATA 
86% w o r d a c c u r a c y 
73% s e n t e n c e a c c u r a c y 
9 1 % s e m a n t i c a c c u r a c y 
8 5 . 0 f l i p s s 

F igure 3 . Hearsay- I I results for the AI re t r ieva l task test data. 

RESULTS OF LIVE SENTENCES: HEARSAY-II 
UTT 1: UTT="I AH INTERESTED IN ENGLISH" 

REC="I Afl INTERESTED IN ENGLISH" 

UTT 2: UTT="ARE ANY PAPERS ABOUT SEMANTIC NETUORKS" 
REC="ARE ANY PAPERS ABOUT A SEMANTIC NETWORK" 

UTT 3: UTT="D0ES SEMANTIC NETS GET MENTIONED ANYWHERE" 
TIMEOUT - 2 best partial parses are: 

[DO SIMULTANEOUS ACTIONS 3 
[ DESIGN AND SYNTAX MENTIONED ANYWHERE! 

UTT 4: UTT="H0W MANY ARTICLES ON CHESS AND LEARNING ARE THERE" 
TIMEOUT 

UTT 5: UTT="WE'RE INTERESTED IN HEARSAY" 
REC="WE'RE INTERESTED IN HEARSAY" 

487o SENTENCE ACCURACY 
68% SEMANTIC ACCURACY 

ure 4 . Hearsay- I I resul ts for the live demonstrat ion, 8 September 1976 . 
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Connected Digit Recognition using Symbolic Representation of Pronunciation 
Variability (Goodman, Lowerre, Reddy, and Scelza) 

Most connected speech recogni t ion systems, such as Harpy and Hearsay - I I , use 
some f o r m of symbol ic representa t ion to represent a l ternat ive pronuncia t ions of t he 
v o c a b u l a r y , whereas most isolated w o r d recogni t ion systems use w o r d templa tes . In 
an a t tempt to compare relat ive performance of systems that use symbol ic 
r e p r e s e n t a t i o n s of words , the Harpy system was run on four tasks requ i r i ng f he 
r e c o g n i t i o n of random sequences of digits. Recording was in a computer termina l r oom 
e n v i r o n m e n t (approx imate ly 60 dBA) w i th speakers record ing one session per day in 
o r d e r to include as much in t ra-speaker var iabi l i ty as possible. Both male and female 
s p e a k e r s w e r e used. 

3 -D ig i t s Task 
This task was selected as a typical numerical data input task. Sentences are 

c o n n e c t e d sequences of three digi ts, such as "zero three eight" . Each of t en speake rs 
s p o k e t h i r t y t ra in ing sentences and 100 test sentences over a per iod of t h ree weeks . 
Using speaker -spec i f i c phoneme templates, the word e r ro r rate over all ten speakers 
w a s about 27. 

7 -D ig i t s Task 
This task, sometimes re fe red to as the "telephone number task", consists of 

c o n n e c t e d seven digi t sequences such as "seven three nine six one seven t h ree " . This 
t ask was se lec ted as a benchmark. Error rate for th£ single speaker was 17,. 

Te lephone Input Task 
Sentences are three digit connected sequences, as in the 3 -d ig i t s task. 

Record ings w e r e taken over telephone lines in order to determine the e f fec ts of 
r e s t r i c t e d f requency response, d is tor t ion, envelope delay, etc. The e r r o r ra te under 
t h e s e cond i t ions was 77. 

Speaker Independent Task 
This task is similar to the 3-digi ts task. However, recogni t ion is p e r f o r m e d using 

s p e a k e r - i n d e p e n d e n t phoneme templates computed f rom the t ra in ing data fo r all 
s p e a k e r s . The w o r d e r ro r rate was about 77 on test data of 1200 random t h r e e - d i g i t 
sequences f r o m t w e n t y speakers, including ten new speakers. 
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A summary of the results for these tasks is shown in the accompanying tables. 
The total test data are 2700 sentences, representing more than an hour of recorded 
speech. While this is already a large amount of data, a more extensive and thorough 
study is to be initiated. 

TASK 3-Digit 7-Digit Telephone Speaker-
Independent 

Vocabulary Size 10 10 10 10 
Branching Factor 10 10 10 10 

No. of Speakers 10 1 4 20 
Male 7 1 3 14 
Female 3 I B 

Training Set 
No. of Sentences 300 30 120 300 
No. of Words 900 210 3G0 900 
d ins, of Speech 7.5 1.4 3.1 7.S 
Words/minute 120 150 11B 118 

Test Set 
No. of Sentences 1000 100 400 1200 
No. of Words 3000 700" 1200 3800 
Mins. of Speech 25.1 4.8 10.3 33.0 
Words/minute 120 14G 117 . 109 

Performance on Test Data 
•iWord Accuracy 98 99 93 • 93 , 
%Sent.Accuracy 9G 96 82 83 
Mipss 3.5 3.5 3.5 3.5 
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Effects of Branching Factor and Vocabulary Size on Performance (Goodman, 
Lowerre, and Reddy) 

Analys is 
Ana lys is of the languages of a given set of recogni t ion tasks permi ts t he 

c o m p a r i s o n of the re la t ive di f f icul t ies of the tasks. We have deve loped not ions of 
equ i va len t vocabu la ry size, branching factor, ef fect ive branching factor , search space 
s i ze , and search space reduct ion (Goodman 1976). All of these are useful as re la t i ve 
compa r i son measure. 

Des ign 
A fami ly of languages having vary ing character ist ics is requ i red in o rde r to be 

ab le to compare language measures w i th actual performance data. Such a fami ly has 
b e e n g e n e r a t e d fo r the AI abstract re t r ieva l task by in teract ive grammatical i n fe rence . 
T h e r e are four subfamil ies for each of the (approx.) vocabulary sizes 250 , 5 0 0 , 7 5 0 , 
and 1 0 0 0 wo rds . Several grammars represent ing d i f fe r ing branching fac to rs ex is t 
w i t h i n each subfami ly . With the 250 word grammar, for instance, the avai lab le 
b r a n c h i n g fac to rs are 1.23, 3.87, 4.6, 8.2, 8.8, 11.9, 33.3, and 39.5. 

Results 
The re la t ionships be tween accuracy and speed versus branching fac tor and 

v o c a b u l a r y size are summarized in the accompanying tables. As expec ted , t h e r e is 
p o s i t i v e co r re la t i on in all cases. In the case of speed versus branching fac tor , t he 
r e l a t i o n s h i p is almost l inear. A more comprehensive study of measures fo r grammat ica l 
c o m p l e x i t y and thei r p red ic t ive abil it ies is necessary be fore any signi f icance can be 
a t t a c h e d to these pre l iminary results. 

Tab le I. Ef fects of branching factor on e r ro r rates of the Harpy system w i th i n the 2 5 0 
w o r d family of grammars. 

STATIC 
BRANCHING ERROR 

GRAMMAR MIPSS FACTOR RATE 
A IS8G 6 . 6 3 4 . 6 8% 
A I S 1 8 9 . 3 6 8 . 2 4% 
A I S 1 5 1 3 . 6 5 1 1 . 9 6% 
A I S 3 8 4 4 . 7 2 3 3 . 3 16% 
A I S 4 8 5 9 . 1 5 3 9 . 5 16% 

Tab le I I . Speed versus vocabulary size for Harpy when 
branch ing factor is held constant (approx. 10). 

BRANCHING 
GRAMMAR MIPSS FACTOR VOCABULARY S I Z E (APPROX) 
A I S 1 8 9 . 3 6 8 . 2 250 
A I M 1 2 1 6 . 7 7 1 0 . 5 508 
A I X 0 5 2 6 . 8 8 9 . 5 1888 

References 
R. G. Goodman (1976) . "Analysis of languages for man-machine voice c o m m u n i c a t i o n " 

r mm d S . ? u u n ' o C ° m p -
 S d - D e p t - S t a n f o r d Univ., Tech. Rept. Comp. Sci. Dept. , C -MU, P i t t sbu rgh , Pa. 
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APPENDICES for Section II I 

Appendix I I I -A lists the 100 test sentences used by the Harpy and 
H e a r s a y - I I systems, along wi th characterist ics measuring thei r complex i ty 
re la t i ve to severa l grammars. 

Append ix I I I -B is the phonetic d ict ionary for the 1011 wo rds used 
in the A I re t r i eva l language. 

Append ix I I I -C contains the complete def in i t ion of th ree of the 
grammars (AIXF, AIX15, and AIX05) used in test ing the systems. These 
grammars have become standards for fu ture development and tes t ing . 
AIXF was not used to test Harpy because the ne twork was too large to be 
g e n e r a t e d . 
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Appendix I I I T A. Characteristics of the AI Retrieval Task sentences 

Below is a descr ip t ion of the test sentences used for the Harpy and H e a r s a y - I I 
s y s t e m s . The September Hearsay- I I results used 22 of the sentences randomly 
s e l e c t e d f r om the 100. The ent i re set of 100 was used for the 100 s ing le -speaker 
t es t sen tences for Harpy, and 21 of them were used for the- o ther four speakers 
t e s t e d on Harpy . 

The b ranch ing fac tors prev ious ly given for the languages used by the CMU 
s p e e c h unders tand ing systems (HARPY and Hearsay-I I ) are "stat ic" b ranch ing f ac to rs 
(SBF) (as d e r i v e d by Gary Goodman and descr ibed in his recent thesis). I n tu i t i ve l y , 
t h e y can be thought of as being der ived by doing a Monte Carlo p rob ing of a n e t w o r k 
d e s c r i b i n g all acceptable w o r d sequences and taking the average of the number of 
w o r d s poss ib le fo l lowing any legal initial sequence. Other groups have g e n e r a t e d 
s o m e w h a t similar numbers. 

What w e present here is a character izat ion of the lexical fanout a l lowed by ou r 
g rammars fo r the par t icu lar test sentences. The not ion is to calculate the average 
f a n o u t for each sentence- in i t ia l sequence of words (i.e., going l e f t - t o - r i gh t ) . 

The method used here is the fo l lowing: For any sequence of wo rds , deno te b y 
W o r d Branches (WB) the number of words that may legally fo l low that sequence in the 
g i v e n language. Consider a sentence of length N - l words to have N WB's — each is 
ca l cu la ted f r o m the init ial sequence of i words, i=0,l....N. (I.e., the f i rs t WB fo r any 
s e n t e n c e is a lways the same — the number of legal f i rs t words.) Then, fo r any 
s e n t e n c e or co l lect ion of sentences, the Average Fanout (AF) is the ar i thmet ic mean of 
t he WB's of the sentence(s). 

The languages used (all def ined using the same 1 0 1 1 - w o r d vocabu la ry ) a re 
ca l l ed A IX05 , A IX15, and AIXF. The f i rst two have static branching fac tors of 10 and 
2 8 , r e s p e c t i v e l y . This summary is over 100 test sentences containing a to ta l of 6 8 3 
w o r d s . 

CMU Test Sentences 

A1X85 
AF 

A I X 1 5 A IXF s e n t s w o r d s / s e n t 

3 3 . 4 4 6 . 5 6 8 . 0 108 6 . 8 3 ( a v e r a g e o v e r a l l ) 

1 7 . 3 
3 1 . 3 
3 6 . 1 
2 9 . 7 
3 3 . 6 
3 7 . 2 
3 8 . 1 
4 2 . 3 
4 2 . 8 
2 1 . 2 

2 6 . 8 
4 5 . 4 
5 8 . 7 
4 1 . 5 
4 7 . 8 
5 1 . 1 
4 8 . 5 
6 1 . 5 
5 7 . 9 
2 9 . 9 

3 3 . 4 
8 4 . 8 
7 3 . 8 
6 0 . 3 
7 8 . 2 
7 8 . 3 
6 3 . 8 
7 8 . 8 
7 6 . 3 
5 3 . 4 

2 
18 
11 
21 
24 
15 

9 
3 
3 
2 

3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
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The 100 sentences, presented w i th fanouts according to the AIX05 language. 

[ 6 8 DO 6 ANY 6 OF 3 THESE 3 MENTION 132 PSYCHOLOGY 3 u o r d s = 6 
A F = 3 9 . 8 5 7 

[ 6 6 UHICH 2 1 COGNITIVE 1 PSYCHOLOGY 2 CONTAINED 192 WINOGRAD'S 1 
ARTICLE 1 w o r d s = 6 A F - 4 0 . 5 7 1 

[ 6 6 UHAT 2 6 TOPICS 1 ARE 1 RELATED 1 TO 192 SEMANTIC 2 NETWORKS 3 . 
u o r d s = 7 A F = 3 6 . 5 0 0 

[ 6 6 DOES 196 PATTERN 3 DIRECTED 1 FUNCTION 1 INVOCATION 3 GET 2 
DISCUSSED 1 ANYUHERE 1 u o r d s = 8 A F = 3 8 . 4 4 4 

[ 6 6 UHICH 2 1 T ITLES 1 CONTAIN 1 THE 1 PHRASE 192 TIME 2 COMPLEXITY 3 
n o r d s = 7 AF=35 .87S 

t 6 6 DOES 196 THAT 1 ARTICLE 1 MENTION 192 TIME 2 OR 1 SPACE 1 BOUNDS 
3 w o r d s = 8 A F = 5 1 . 4 4 4 

t 6 6 UHICH 21 OF 2 THEM 1 DISCUSSES 192 EVALUATION I FUNCTIONS 3 
u o r d s = 6 A F = 4 0 . 8 5 7 

[ 6 6 ARE 2 9 2 THERE 2 ANY 5 ABSTRACTS 1 UHICH 1 REFER 1 TO 192 PAPERS 
1 BY 96 NEUELL 3 u o r d s = 1 8 A F = 6 0 . 0 0 0 

[ 6 6 UHERE 5 I S 192 PREDICATE 1 CALCULUS 3 MENTIONED 1 u i o r d s = 5 
A F = 4 4 . 6 6 7 

[ 6 6 UHAT 2 6 ARE 3 SOME 1 OF 1 THE 1 AREAS 1 OF 192 A R T I F I C I A L 1 
INTELLIGENCE 3 w o r d s = 9 A F - 2 9 . 5 8 8 

[ 6 6 UHAT 26 UAS 1 ITS 1 T ITLE 1 u o r d s = 4 AF = 1 9 . 0 0 0 
[ 6 6 UHO 5 UAS 2 THE 1 AUTHOR 1 words=4 A F = 1 5 . 0 0 8 
[ 6 6 UHERE 5 DOES 1 HE 1. UORK 1 u o r d s - 4 A F = 1 4 . 8 8 0 
t 6 6 UHAT 26 I S 4 HER 1 A F F I L I A T I O N 1 wo rds=4 A F - 1 9 . 6 0 8 
[ 6 6 UHAT 26 ADDRESS 1 IS 1 GIVEN 1 FOR 1 THE 1 AUTHORS 1 u o r d s = 7 

A F = 1 2 . 2 5 8 
[ 6 6 HOU 4 MANY 8 REFERENCES 1 ARE 1 GIVEN 1 u o r d s = 5 A F = 1 3 . 5 8 8 
[ 6 6 PLEASE 4 L I S T 1 THE 1 AUTHORS 1 words=4 A F = 1 4 . 6 8 0 
t 6 6 PLEASE 4 MAKE 1 ME 1 A 1 F I L E 1 OF 1 THOSE 1 u o r d s - 7 A F = 9 . 5 0 0 
t 6 6 CAN 2 I 1 HAVE 1 THESE 1 ABSTRACTS 1 LISTED 1 u o r d s = 6 A F = 1 0 . 4 2 9 
[ 6 6 ARE 2 9 2 ANY 6 ARTICLES 2 ABOUT 192 STRUCTURED 1 PATTERN 1 

RECOGNITION 3 u o r d s = 7 AF=70 .37S 
[ 6 6 DO 6 ANY 6 OF 3 THE 1 ABSTRACTS 1 MENTION 192 LEARNING 3 

w o r d s = 7 A F - 3 4 . 7 5 0 
[ 6 6 HOU 4 MANY 8 OF 1 THESE 1 ALSO 1 DISCUSS 192 ABSTRACTION 3 

u o r d s = 7 A F = 3 4 . S 0 0 
[ 6 6 UHICH 21 PAPERS 7 ON 192 LANGUAGE 6 UNDERSTANDING 4 ARE 1 ABOUT 

192 ENGLISH 3 w o r d s = 8 A F = 5 4 . 6 6 7 
[ 6 6 DO 6 ANY 6 PAPERS 5 ON 192 AUTOMATIC 7 PROGRAMMING 3 EXIST 1 

w o r d s = 7 AF=3S.7S8 
[ 6 6 UHAT 26 ABOUT 288 PROGRAM 1 VERIFICATION 3 w o r d s - 4 AF=7G.8B0 
[ 6 6 I 2 AM 2 INTERESTED 1 IN 192 A R T I F I C I A L 1 INTELLIGENCE 3 

worc ls=S A F = 3 8 . 1 4 3 
[ 6 6 THE 3 AREA 2 I 1 AM 1 INTERESTED 1 IN 1 I S 192 UNDERSTANDING 3 

u o r d s = 8 A F = 3 0 . 8 8 0 
[ 6 6 DON'T 1 GET 1 ME 1 ANY 1 ARTICLES 1 UHICH 1 MENTION 192 GAME 2 

PLAYING 3 words = 9 A F = 2 6 . 9 8 0 
C 6 6 I 2 AM 2 ONLY 1 INTERESTED 1 IN 1 PAPERS 1 ON 192 CHESS 4 



u o r d s = 8 A F = 3 0 . 0 0 8 
[ 8G L E T ' S 1 RESTRICT 1 OUR 1 ATTENTION 1 TO 1 PAPERS 1 SINCE 1 

NINETEEN 1 SEVENTY 1 FOUR 1 u o r d s = 1 0 A F = 6 . 9 0 9 
[ 6 6 DO S ANY 6 PAPERS 5 THIS 1 YEAR 1 CITE 96 ROSENFELD 3 w o r d s = 7 

A F = 2 3 . 0 0 0 
[ 6 6 ARE 2 9 2 COMPUTER 7 NETWORKS 4 MiNTIONED 2 ANYUHERE 1 w o r d s - 5 

A F = 6 2 . 0 0 0 
[ B6 ARE 2 9 2 ANY 6 ARTICLES 2 ABOUT 192 GRAIN 1 OF 1 COMPUTATION 3 

u o r d s = 7 A F = 7 0 . 3 7 5 
[ 6 6 ARE 2 9 2 ANY 6 ARTICLES 2 BY 96 ROSENFELD 3 u o r d s = S A F = 7 7 . 5 0 0 
[ 6 6 ARE 2 9 2 ANY 6 BY 96 FEIGENBAUM 3 AND 96 FELDMAN 1 u o r d s = 6 

A F = 8 0 . 0 0 0 
[ 6 6 ARE 2 9 2 THERE 2 ANY 5 ABSTRACTS 1 UHICH 1 REFER 1 TO 1 9 2 PAPERS 

1 BY 9 6 HOLLAND 3 w o r d s = 1 0 A F = 6 0 . 0 0 0 
[ 6 6 ARE 2 9 2 THERE 2 ANY 5 NEU 2 PAPERS 1 ON 192 PROGRAM 1 

VERIF ICAT ION 3 w o r d s = 8 A F - 6 2 . 6 6 7 
[ 6 6 DO 6 ANY 6 OF 3 THESE 3 ALSO 2 MENTION 192 PLANNER-LIKE 1 

LANGUAGES 3 u o r d s = 8 A F = 3 1 . 3 3 3 
[ 6 6 DOES 196 PROBLEM 1 SOLVING 3 GET 2 MENTIONED 1 ANYUHERE 1 

u o r d s = 6 A F = 3 8 . 5 7 1 
t 6 6 UHICH 2 1 PAPERS 7 CITE 96 NEUELL 3 AND 96 SIMON 1 u o r d s = 6 

A F = 4 1 . 4 2 9 
[ 6 6 ANY 1 ABSTRACTS 1 REFERRING 1 TO 192 AI 4 OR 191 A R T I F I C I A L 1 

INTELLIGENCE 1 w o r d s = 8 A F = 5 0 . 8 8 9 
[ 6 6 ARE 2 9 2 ASSOCIATIVE 2 MEMORIES 4 DISCUSSED 1 IN 1 RECENT 1 

JOURNALS 1 u o r d s = 7 A F = 4 6 . 0 0 0 
[• 6 6 ARE 2 9 2 LEARNING 4 AND 191 NEURAL 1 NETUORKS 2 MENTIONED 2 

ANYUHERE 1 u o r d s = 7 A F = 6 9 . 8 7 5 
[ 6 6 D I D 9 9 REDDY 5 PRESENT 2 A 1 PAPER 1 AT 2 I J C A I 1 w o r d s = 7 

A F = 2 2 . 1 2 5 
[ 6 6 D I D N ' T 1 THAT 1 PAPER 1 QUOTE 96 DREYFUS 3 w o r d s = 5 A F - 2 8 . 0 0 0 
t 6 6 DOES 196 PICTURE 1 RECOGNITION 3 GET 2 MENTIONED 1 ANYUHERE 1 . 

w o r d s = 6 A F = 3 8 . 5 7 1 
[ 6 6 GET 1 ME 2 EVERYTHING 1 ON 192 DYNAMIC 3 CLUSTERING 3 w o r d s = 6 

A F = 3 8 . 2 8 6 
t 6 6 GENERATE 1 A 1 COPY 1 OF 1 THOSE 1 u o r d s = 5 A F = 1 1 . 8 3 3 
[ 6 6 GIVE 2 .ME 4 THE 1 DATE 1 OF 1 THAT 1 ABSTRACT 1 w o r d s = 7 , 

A F = 3 . 6 2 S 
[ 6 6 HOU 4 CAN 1 I 1 USE 1 THE 1 SYSTEM 1 EFFICIENTLY 1 w o r d s = 7 

A F = 9 . 5 0 0 
[ 6 6 I 2 AM 2 INTERESTED 1 IN 192 LEARNING 3 u o r d s = 5 A F = 4 4 . 3 3 3 
[ 6 6 I ' D 1 L I K E 1 TO 2 SEE 1 THE 1 MENUS 1 w o r d s = 6 A F = 1 0 . 4 2 9 
[ 6 6 SELECT 1 FROM 1 ARTICLES 1 ON 192 GAME 2 PLAYING 3 u o r d s = 6 

A F = 3 8 . 0 0 0 
[ 6 6 UHAT 2 6 ADDRESSES 1 ARE 1 GIVEN 1 FOR 1 THE 1 AUTHORS 1 u o r d s = 7 

A F = 1 2 . 2 S 0 
[ 6 6 UHAT 2 6 PAPERS 1 ON 192 PREFERENTIAL 1 SEMANTICS 3 ARE 1 THERE 1 

w o r d s = 7 A F = 3 6 . 3 7 S 
[ 6 6 UHEN 3 UAS 194 A 20 SEMANTIC 1 NETUORK 3 LAST 2 REFERRED 1 TO 1 

w o r d s = 8 A F = 3 2 . 3 3 3 
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[ SB UHICH 2 1 PAPERS 7 CITE 9G FELDMAN 3 u o r d s - 4 A F = 3 8 . G 8 8 
[ GG UHO 5 HAS 1 URITTEN 1 ABOUT 192 AUTOMATIC 7 PROGRAMMING 3 

w o r d s = 6 A F - 3 9 . 2 8 6 
[ GG UHO 5 UAS 2 QUOTED 1 IN 1 THAT 1 ARTICLE 1 words=G A F = 1 1 . 8 8 8 
[ G6 UHICH 2 1 I S 1 THE 1 OLDEST 1 u o r d s = 4 A F = 1 8 . 8 8 8 
C GG ARE 2 9 2 ANY G NEW 1 BOOKS 1 BY 16 TERRY 1 UINOGRAD 3 wo rds=7 

A F = 5 8 . 2 5 8 
[ 6 6 CAN 2 I 1 HAVE 1 THESE 1 ABSTRACTS 1 L ISTED 1 u o r d s = 6 A F = 1 8 . 4 2 9 
[ 6 6 D I D 9 9 CARL 1 HEUITT 5 PRESENT 2 A 1 PAPER 1 AT 2 THE 1 I F I P 1 

MEETINGS 1 I N 1 SEPTEMBER 1 w o r d s = 1 2 A F = 1 4 . 8 0 8 
[ 6 6 D I D 9 9 ANY 4 ACL 1 PAPERS 1 CITE 9G RICK 1 HAYES-ROTH 3 w o r d s = 7 

A F = 3 3 . 8 7 5 
[ 6 6 DO 6 ANY 6 OF 3 THOSE 1 PAPERS 1 MENTION 192 AXIOMATIC 1 

SEMANTICS 3 w o r d s = 8 A F = 3 1 . 8 8 8 
[ 6 6 DURING 1 UHAT 1 MONTHS 1 UERE 1 THEY 1 PUBLISHED 1 w o r d s = G 

A F - 1 8 . 2 8 6 
[ 6 6 HOU 4 MANY 8 RECENT 1 ISSUES 1 CONCERN 192 INVARIANCE 1 FOR 1 

PROBLEM 1 SOLVING 3 u o r d s = 9 A F = 2 7 i 8 8 8 
[ 6 6 HOU 4 MANY 8 SUMMARIES 1 DISCUSS 192 KNOULEDGE 2 BASED 1 SYSTEMS 

3 w o r d s - 7 A F = 3 4 . 6 2 5 
[ 6 6 HAVE 9 7 ANY 2 NEU 1 PAPERS 1 BY 96 LEE 1 ERMAN 3 APPEARED 1 

w o r d s = 8 A F = 2 9 . 7 7 8 
[ 6 6 I ' D 1 L I K E 1 TO 2 KNOU 1 THE 1 PUBLISHERS 1 OF 1 THAT 1 STORY 1 

n o r d s = 9 A F = 7 . 6 B 8 
[ 6 6 I S 2 9 8 HUMAN 3 BEHAVIOR 5 OR 191 HUMAN 3 MEMORY 3 DISCUSSED 2 I N 

1 A 1 RECENT 1 SUMMARY 1 w o r d s - 1 1 A F = 4 7 . 2 5 8 
[ 6 6 L I S T 2 THE 2 ABSTRACTS 1 BY 96 HERB 1 SIMON 3 w o r d s = 6 A F = 2 4 . 4 2 9 
[ 6 6 UAS 2 9 8 ALLEN 2 NEUELL 3 CITED 2 IN 1 THAT 1 SUMMARY 1 wo rds=7 

A F = 4 5 . 7 5 8 
[ 6 6 UHAT 2 6 ABOUT 288 ALLEN 2 COLLINS 3 w o r d s - 4 A F = 7 7 . B 8 8 
[ 6 6 UHERE 5 D I D 1 THAT 1 ARTICLE 1 APPEAR 1 u io rds=5 A F - 1 2 . 5 8 8 
[ 6 6 UHO 5 HAS 1 URITTEN 1 ABOUT 192 LANGUAGE G COMPREHENSION 3 AND 

1 9 1 LANGUAGE G DESIGN 1 w o r d s - 9 A F = 4 7 . 2 8 8 
[ G6 QUIT 1 L I S T I N G 1 PLEASE 1 wo rds=3 A F = 1 7 . 2 5 8 
[ 6 6 UEREN'T 1 SOME 1 ARTICLES 1 PUBLISHED 1 ON 192 GOAL 1 SEEKING 1 

COMPONENTS 3 u o r d s = 8 AF=23.GG7 
[ 6 6 UHAT 2 6 SORTS 1 OF 192 LANGUAGE 6 PRIMIT IVES 3 ARE 1 URITTEN 1 

UP 1 w o r d s - 8 A F = 3 3 . 8 8 8 
[ 6 6 HASN'T 192 A 21 CURRENT 1 REPORT 1 ON 192 PRODUCTION 1 SYSTEMS 3 

BEEN 1 RELEASED 1 w o r d s = 9 A F = 4 7 . 9 8 8 
[ 6 6 ARE 2 9 2 THERE 2 ANY 5 ISSUES 1 ABOUT 192 COOPERATING 1 SOURCES 1 

OF 1 KNOULEDGE 3 w o r d s = 9 AF=56 .4B8 
[ 6 6 D I D 9 9 V IC 1 LESSER 5 PRESENT 2 PAPERS 1 AT 2 I F I P 1 u o r d s = 7 

A F = 2 2 . 1 2 5 
[ 6 6 D I D 9 9 ANYONE 1 PUBLISH 1 ABOUT 192 LARGE 1 DATA 1 BASES 3 I N 1 

COMMUNICATIONS 1 OF 1 THE 1 ACM 1 w o r d s = 1 2 A F = 2 8 . 3 8 5 
[ 6 6 DO 6 ANY 6 AUTHORS 1 DESCRIBE 192 DRAGON 3 u o r d s = 5 A F = 4 5 . 6 6 7 
[ 6 6 DOES 1 9 6 HE 1 UORK 1 AT 1 CMU 1 w o r d s - 5 A F = 4 4 . 3 3 3 
[ 6 6 DO 6 ANY 6 RECENT 4 ACM 1 CONFERENCES 1 CONSIDER 192 SEMANTIC 2 

NETS 3 OR 191 SEMANTIC 2 NETUORKS 1 w o r d s = l l A F = 3 9 . 5 8 3 
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[ 6G DO 6 RESPONSES 1 EVER 1 COME 1 FASTER 1 w o r d s = 5 AF=12 .GB7 
t 6G HAS 9G LEE 1 ERMAN 4 BEEN 1 REFERENCED 1 IN 1 ANY 1 OF 1 THOSE 1 

u o r d s = 9 A F = 1 7 . 3 8 8 
[ 6G HAS 9G ALLEN 2 NEUELL 4 PUBLISHED 2 ANYTHING 1 RECENTLY 1 

u o r d s = 6 A F = 2 4 . 5 7 1 
[ GG HAVE 9 7 ANY 2 NEU 1 PAPERS 1 BY 96 TERRY 1 UINOGRAO 3 APPEARED 1 

u o r d s = 8 A F = 2 9 . 7 7 8 
[ GG HOU 4 B I G 1 I S 1 THE 1 DATA 1 BASE 1 w o r d s = 6 A F = 1 8 . 7 1 4 
[ 6 6 HOU 4 MANY 8 OF 1 THESE 1 ALSO 1 DISCUSS 192 DYNAMIC 3 B INDING 3 

words=8 A F = 3 1 . 8 8 8 
[ 6G HOU 4 MANY 8 RECENT 1 ISSUES 1 CONCERN 192 DISPLAY 1 TERMINALS 3 

w o r d s = 7 A F = 3 4 . 5 8 8 
[ 6 6 K I L L 1 THE 1 L I S T I N G 1 w o r d s = 3 AF=17 .2S8 
t 6 6 PLEASE 4 MAKE 1 ME 1 A 1 F I L E 1 OF 1 THOSE 1 u o r d s = 7 A F = 9 . 5 8 8 
t 6 6 UHAT 2 6 I S 4 H I S 1 A F F I L I A T I O N 1 u o r d s = 4 A F = 1 9 . 6 8 8 
t 6 6 UHICH 2 1 OF 2 THESE 5 CITES 96 PERRY 1 THORNDYKE 3 u o r d s = 6 

A F = 2 7 . 7 1 4 
[ 6 6 UHICH 2 1 PAPERS 7 ON 192 DESIGN 6 IN 1 THE 1 ARTS 4 ALSO 2 

DISCUSS 192 DESIGN 5 AUTOMATION 3 w o r d s = l l A F = 4 1 . 6 6 7 
[ 6 6 UHO 5 UAS 2 QUOTED 1 IN 1 THAT 1 ARTICLE 1 u o r d s = 6 A F = 1 1 . 8 8 8 
[ 6 6 UHICH 2 1 PAPERS 7 UERE 1 URITTEN 2 AT 1 NRL 1 OR 1 AT 1 SMC 1 

w o r d s = 9 A F = 1 8 . 2 8 8 
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Appendix III— B. AI Retrieval Language Dictionary 

A <-,0) (AX',UH4!,EH4!,EYL EYC! EYR) 
ABOUT (-,0) (AH2fAX,EH3,0) (<- (-,0>,-{4}) (B,0) (AWL.O) AWC! (AWR,0) ««- <-,0),-{4}) (T,0),DX) 
ABSTRACT (-,0) AE3 (.- (-,0),-) S (-.0) (DR (R,0)J R) AE2! <(<- <-,0)r{4» <T,0),DX) 
ABSTRACTION (-,0) AE3 (<- (-,0),-) S (-,0) (DR <R,0),T R) AE2! («- (-.0),-) SH IH5 N 
ABSTRACTS (-,0) AE3 (f- (-.0),-) S (-,0) (DR (R,0),T R) AE2! (.- (-.0),-) S (HH,0) 
ACL (-,0) (EYL.O) EYC (EYR.O) S IY (EH EL.EL2) 
ACM (-,0) (EYL.O) EYC! (EYR.O) S IY AH2 M 
ACQUISITION (-,0) AE5 (f- (-,0),-) WH IH! (Z{4},(Z,0) S) IH2 SH IH5 N 
ACTIONS (-.0) AE5 (<- (-,0),-) SH! IH5 N (Z{4},(Z,0) S) 
ACTIVE (-,0) AE (f- (-,0),-) T! IH V <F,0) 
ACYCLIC (-.0) (EYL.O) EYC (EYR,0) S IH3! (f- (-,0),-{4}) (K,0) L UH2 (<- <-,0),-{4}> (K,0) 
ADAPTATION (. f0) AE4 (<- <-,0),-,D) (D,0) AE5 ( 4 - (-,0),-) T (EYL,0) EYC! (EYR,0) SH IH5 N 
ADAPTIVE (-.0) (IX,UH> < 4 - (-,0),-) (D,0) AE (<- <-,0)r) T IX V (F,0) 
ADDITION (-,0) IH3 <(•- (-,0),-) (D,0),DX) IH3! SH IH5 N 
ADDRESS (-,0) ((AE,IX),UH) ( 4 - (-,0),-) DR R EH2! S (HH,0) 
ADDRESSES (-,0) <(AE,IX),UH) < 4 - (-,0),-) DR R EH2! S IH4 (Z{4},(Z,0) S) 
ADVISING (-,0) (IX.UH) (<- (-,0),-) (D,0) V (AYL.O) AYC! (AYR,0) <Z{4},(Z,0) S) (IH3,IY) NX 
AESTHETICS (-,0) AX S TH EH (f- (-,0),-) T IH ( 4 - (-,0),-) S (HH.O) 
AFFILIATION (-,0) (EH3.AH) F (IH,0) EL IY (EYL.O) EYC! (EYR,0) SH IH5 N 
AFFILIATIONS (-,0) AX (-,0) F EH2 L IY2 (EYL.O) EYC! (EYR.O) SH IH5 N <Z{4},(Z,0) S) 
AFTER (-.0) AE! F ((f- (-,0),-) T,DX) ER 
AI (-,0) (EYL.O) EYC! (EYR.O) (AYL,0) AYC (AYR.O) 
ALGEBRAIC (-,0) AE3 EL (*- (-,0),-) SH(,8} IH ( 4 - (-,0),-{4}) (B,0) R (EYL,0) EYC (EYR,0) IH2 ( 4 . (-,0),-{4}> (K,0) 
ALGOL (-,0) AE4 EL ( 4 - (-,0)r) (G,0) 0W3 EL3 
ALGORITHM (-,0) AE EL ( 4 - (-,0),-) (G,0) (AA,OW) R! IH (TH.DH) (IH,IX,0) M 
ALGORITHMIC (-,0) AE EL (<- (-,0),-) (G,0) (AA,OW) R! IH (TH.DH) M IH ( 4 - (-,0),-{4}) (K,0) 
ALL (-,0) 0W4! EL 
ALL-OR-NONE (-,0) 0W4! EL (-,0) (AA4.0) ER2!{7,14} (-,0) N UH (N,DX) 
ALLEN (-,0) AE! EL3 (IH6 N,EN) 
ALSO (-,0) (A0,0W4) EL S (IH6 (0W2,0),0W) 
ALWAYS (-,0) AO EL W (EYL,0) EYC (EYR,0) (Z{4},(Z,0) S) 
AM (-f0) ((EH2',AE3») M,EM») 
AMONG (-,0) (IXi.AX!) M UH2 NX 
AN (-,0) AE5' (EN,N) 
ANALOGY (-,0) AE5 (N,EN) AE4! (EL,L) 0W4 (f- (-,0),-) SH{,8} IY 
ANALYSIS (-,0) UH4 N AE EL3! <UH2{2,6},IH6,0) S IH6 S (HH,0) 
ANALYZER (-,0) AE5 N EL2 (AYL.O) AYC! (AYR,0) <Z(4},(Z,0) S) ER2 
AND (-,0) AE5IJ5.105 N ( 4 - (-,0),-,0) (D,0) 
ANN (-.0) AE4i <N,DX) 
ANOTHER (-,0) AH N AA2! (DHJH) (ER,AA2) 
ANSWER (-,0) AE5! N S ER 
ANSWERING (-.0) AE4 N S! (R,ER) IH5 NX 
ANTHONY (-,0) AE4 (N,4-) (*- (-,0),-,0) TH IH4! N IY 
ANY (-,0) (EH3,EH) (N(2},DX) IY! (IY3,0) 
ANYONE (-,0) (EH3,EH) (N{2},DX) IY! (IY3,0) (-,0) W AH (N,DX) 
ANYTHING (-,0) (EH3,EH) (N[2},DX) IY' TH (IH3.IY) NX 
ANYWHERE (-,0) (EH3,EH) <N{2},DX) IY! (-,0) W (EH3.0) ER 
APPEAR (-,0) <AH3,UH2) ( 4 - (-,0),-) (P,PH) IY2! ER(,18! 
APPEARED (-,0) (AH3.UH2) (f- (-,0),-) (P.PH) IY2! ER{,18} ( 4 - (-,0),-) <D,DHf0) 
APPLICATION (-,0) AE3 (-,0),-) (P L.PL (L,0)) IH6 ( 4 - (-,0),-) (K,0) (EYLt0) EYC! (EYR.O) SH IH5 N 
APPRENTICE (-,0) EH3 (-.0),-) (P R,PR (R,0)) EH2! N ( 4 - (-,0),-,0) T IH4 S (HH,0) 
APPROACH (-,0) UH[2} (f- (-.0),-) (P R.PR (R,0)) 0W2! ( 4 - (-,0),-) SH{,8) 
APRIL (-.0) (EYL.O) EYC! (EYR,0) ( 4 - (-,0),-) (P R,PR (R,0)) (IH EL.EL2) 
ARBIB (-,0) AA R ( 4 - (-,0),-{4}) (B,0) IY ( 4 - (-,0),-) (B,0) 
ARE (-,0) (AA3<{l) (ER2,ER),ER2!) 
AREA (-.0) IH2! ER IY2 UH 
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Dictionary 

AREAS 
AREN'T 
ARPA 
ART 
ARTICLE 
ARTICLES 
ARTIFICIAL 
ARTS 
AS I MOV 
ASK 
ASSEMBLY 
ASSERTIONS 
ASSIMILATION 
ASSOCIATION 
ASSOCIATIVE 
AT 
ATTENTION 
AUGMENTED 
AUGUST 
AUTHOR 
AUTHORS 
AUTOMATED 
AUTOMATIC 
AUTOMATION 
AVAILABLE 
AWARD 
AXIOMATIC 
AXIOMS 
A2RIEL 
BACKGAMMON 
BANERJ1 
BANK 
BARROW 
BASE 
BASEBALL 
BASED 
BASES 
BATES 
BAY 
BEEN 
BEFORE 
BEHAVIOR 
BELIEF 
BERKELEY 
BERLINER 
BERNARD 
BERT 
BETWEEN 
BIG 
BILL 
BINDING 
BINDINGS 
BIOMEOICINE 
BLEDSOE 
BLOCK 
BOBROW 
BONNIE 
BOOK 

(-.0) IH2! ER IY2 UH <Z{45,<Z,0) S) 
(-,0) <AA3! (ER2,ER>,ER2!) <N <<- <~,0),-[4}) <T,0),DX) 
(-.0) AA! (ER,ER2> (<- (-,0),-) P{1} IH 
(-,0) AA! <ER,0> ( ( 4 - (-p0>,-{4}) <T,0),DX) 
(-,0) (AA3 <ER,0>, ER2> ««- (-,0),-) T,DX) IH8! (<- <-,0)r) K{1} EL2 
(-,0) (AA3 (ER,C)\ ERZ) <(«- <-p0>t-> T,DX) IH8! (<- (-,0),-) K{1) EL <Z{4},(Z,0) S) 
(-,0) (AA3 (ER,0,\ ER2) <(.- (-,0),-) T,DX> IH7! (-,0) F IH3 SH EL 
(-,0) AA3! (ER,0> (<- (-,0),-) S (HH,0> 
(-.0) AE (Z{4},(Z,0) S) IH6 M 0W4! F <HH,0> 
(-,0) AE3! S - <K,(tt 
(-,0) LIH4 S EH4 M! (*• (~,0),-{4;) <B,0) L IY 
(-t0) AH S ER' SH IH5 N (Z{4;,(Z,0) S) 
(-,0) IH6 S IH M EL3 (EYL.O) EYC! (EYR,0) SH IH5 N 
(-,0) UH4 S 0W3 (S,SH) IY AE! SH (AX,IX,IH5) <N,DX) 
(~,0> UH4! S 0W3 (8,SH> IY 1H7 ( ( 4 - (-,0),-) T,DX) IH3 V (F,0> 
(-.0) (AE4!,AG?.0 ( ( 4 - (-,0),-{4}) <T,0),DX) 
(-,0) <)H2,UH) ( 4 - (-,0),-) T EHR! N SH IH5 N 
(-,0) AA ( 4 - <-,0>,-) M EH N ( ( 4 - <-,0>,-,0> T,DX) IH3 ( 4 - (-,0),-) (0,0) 
(-,0) AO (-.0),-) (G,0) IH3! S -(4} <T,0> 
(-.0) AO! (-,0) TH ER 
(-,0) AO* (-,0) TH ER (ER3.0) (Z{4},(Z,0) S) 
(-,0) AO ((- (-,0),-) T,DX) EH3 M (EYL,0) EYC (EYR.O) ( ( 4 - (-,0),-) T,DX) IH3 ( 4 - (-,0),-) (0,0) 
(-,0) AO (-.0),-) T,DX) EH3 M AE! ( ( 4 - (-,0),-) T,DX) IH3 ( 4 - (-,0),-(4}) (K,0) 
(-,0) A A ((«- (-.0),-) T,DX) 0W2< M (EYL,0) EYC (EYR.O) SH IH5 N 
(-,0) AH V (EH, (EYL.O) EYC EYR) EL! (IX,IH) ( 4 - <-,0),-{4}) (Br0) EL 
(-,0) UW2 W! UW4 ER «<- (-,0),-) <D,0),DX) 
(-,0) AE ( 4 - (-,0),-) S IY UH M AE ( ( 4 - (-,0),-) T.DX) IH3 ( 4 - (-,0),-) (K,0) 
(-,0) AE ( 4 . (-.0),-) S IY! UH M <Z{4},(Zt0) S) 
(-,0) AE5! (Z[45,(Z,0) S) IH (ER.R) EL2 
( 4 - <-,0>,-[4}) <B,0) AE4 <*- <-,0),-) (G,0> AE4! M IH6 (N.DX) 
(<_ (-f0),-{45) (B,0) IH7 N ER' («- (-,0),-) SH{,8} IY 
( 4 - <-f0),-{4}) (B,0) AE! NX ( 4 - (-f0>,-{4}) (K,0> 
(<_ (-f0),-{45) (B,0) EH3! (ER.R) OW 
( 4 - (-,0),-i4}> (B,0> (EYL.O) EYC! (EYR.O) S (HH,0> 
( 4 - <-,0>,-{4}) <B,0) (EYL.O) EYC! (EYR.O) S - (B,0) AO EL2 
( 4 - (-f0>,-{4}) (B,0) (EYL.O) EYC! (EYR,0) S -(4} (T,0) 
(«- (-,0),-!4}) (B,0) (EYL,0) EYC (EYR,0) S IH4 (Z{4},(Z,0) S) 
( 4 - <-10),-{4J) <B,0) (EYL,0) EYC (EYR,0) <<- (-,0),-) S (HH,0) 
<«- <-,0),-{4}) <B,0) (EYL.O) EYC! (EYR,0> 
(<- <-,0),-{4}) (B,0) IH2! <N,OX) 
<<_ <-i0),-{4}) <B,0) <IV,IH) F! AO ER 
<«- <-,0),-{4}) (B.O) IY <HM,HH2,0> (EYL,0) EYC! (EYR,0> V Y ER3 
(<_ <-f0>,-{4}) <B,0) 0H.1Y) L IY! F (HH,0) 
(«- (-,0),-!45) <B,0) E«2 (<•• (-.,0)r{4}) (K,0) L! IY2 
( 4 - (-,0>,-{4{> <B,0) ER:> Li UH4 N (EH.O) ER 
( 4 - (-,0),-{4}> (B,0) (AA4.0) EH2 N AA3' ER ( 4 - (-,0),-) (0,0) 
<<- (-,0)r{4{) (B,0) ER2! «<- <-,0),-{4}) <T,0),DX) 
<<- (-,0>,-{45) (B,0> (IH.IY) ( 4 - (-,0),-) Tf OW IH2 (N,DX) 
( 4 - (-f0)r{4}) (B,0> <1H!,IX!) (<- <-,0),-) (G,0> 
( 4 - (-,0>,-{4J) (B,0) IH! EL 
( 4 - (-f0)f-{4J) (B,0) (AYI.,0) AYC (AYR.O) N ( 4 - (-,0),-,D) (0,0) (IH3,IY) NX 
(<- (-,0),-{4}) (B,0) (AYI,0) AYC! (AYR.O) N ( 4 - (~,0),-,D) (0,0) (IH3.IY) NX <Z{4},(Z,0> S) 
(«- (-,0),-{4J) (B,0) <AYI,0) AYC (AYR,0) OW M EH2! ( ( 4 - (-,0),-) (0,0>,DX) IH4 S IH6 (N,DX) 
(<- (-,0>,-!4}> (B,0) L AH2! ( 4 - (-,0),-) S OW 
( 4 - (-,0),-^}) (B,0) L AO! ( 4 - (-f0)r{4J) (K.O) 
( 4 - (-l0))-{4J) (B,0) <AWL,0> AWC! (AWR.O) ( 4 - <-,0>,-{4}) (8,0) R OW 
U- (-,0).-{4}) (B,0) AA! N IY 
( 4 - (-t0)f-J4}) (B,0) UW!(4} ( 4 - (~,0),-{4}> (K,0> 
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Dictionary 

BOOKS («- <-,0>,-{4}) <B,0> UW![4} <-,0)r) S <HH,0> 
BOUNDS <«- <-,0>,-[4}) <B,0) (AWL,0) AWC! (AWR,0> N <«- (-,0),-) S <HH,0> 
BRAIN (<- <-,0),-{4}> <B,0) R (EVL,0> EYC <EYR,0) <N,DX) 
BRUCE <«- (-,0),-i4}) <B,0> R UW3! S (HH,0> 
BUCHANAN <<- <-,0>,-{4}> <B,0) Y IY2! (<- (-,0>r) <K,0> AE5 N UH4 (N.DX) 
BUSINESS ( 4 - (-,0>,-{4}> (B,0> IH <Z{4},(Z,0) S) <N IX.EN) S <HH,0> 
BUT < 4 - <-t0>,-f4}> <B,0) UH! «- <-f0>,-{4}> <T,0),DX) 
BY (<- (-,0),-{4;> <B,0) (AYL,0) AYC! (AYR,0> 
CACM (-,0) S IY (EYL,0> EYC! (EYR,0) S IY AH2 M 
CAI (-,0) S IY (EYL.O) EYC (EYR.O) (AYL.O) AYC! (AYR,0) 
CALCULUS ( 4 - (-,0),-) (K,0) AE3! EL4 <«- (-,0),-) <K,0) IH3 L IH6 S <HH,0) 
CAN (-,0),-) (K,G) (AE4!,1H3!) <N,DX) 
CAPABILITIES 

( 4 - (-,0),-) <K,<» <EYL,0) EYC! (EYR,0) <«- <-,0),-) P 0W3 («- (-,0),-{4}) (8,0) IH EL IH6 <«- (-,0),-) T IY (Z{4},(Z,0) S) 
CAR <4- <-,0>,-) <K,0> AA! <ER2{(12},0) ER 
CARL <<- (-,0),-) (K,(» AA3! ER2 EL3 
CARTOGRAPHY («- (-,0),-) <K,<» AA3! EH <<- <-,0)r) T AO <«- (-,0),-) (G,0> ER F IY 
CASE (<- (-,0),-) (K,0> <EVL,0) EYC! (EYR.O) S (HH,0> 
CAIJSAL ( 4 - <-,0>,-) (K,0> AO! (Z[4|,(Z,0) S) UH2 EL 
CEASE (-,0) S IY! S (HH,0> 
CELL (-,0) S (EH.AA3) EL2! 
CHARNIAK ( 4 - <-,0>r) SH{,8} ER N IY! AE5 <-,0>,-{4}) (K,0> 
CHECKER (<- (-,0),-) SH[,10J EH! (<- (-.0),-) <K,0> ER 
CHECKING ( 4 - <~,0),-) SH EH <«- <-,0)r) <K,C» 0H3,IY) NX 
CHESS (<- (-,0),-) SH(,10) EH4! S <HM,0> 
CHOOSE (<- <-,0>,-> SH <1H2,0> UH! <Z{4},<Z,0> S) 
CHRISTOPHER <<~ (~,0)r) <K,0> R IH2 S! - T IH (-,0) F ER2 
CHUCK <<- (-,0),-) SH{,10] AA3! (<- (-,0),-{4}) (K,0) 
CIRCLE (-,0) S (IH,IX,0) ER ( 4 - (-,0),-) <K,0> EL 
CIRCUIT (-,0) S (IH,0> ER (<- <-,0>,-> <K,0> UH! « 4 - <~t0>,-{4}> <T,0>,DX> 
CIRCUITS (-,0) S ER <<- <-,0>r) (K,0> IX <«- (-,0),-) S (HH,0> 
CITE (-,0) S (AYL,0> AYC! (AYR,0> ((#- (-,0>,-{4}> (T,0>,DX) 
CITED (-,0) S <AYL,0> AYC! (AYR,0) <(«- (-,0),-) T,DX> IH3 <<- (-,0),-) <D,0> 
CITES (-,0) S (AYL,0> AYC! (AYR,0> <«- (-,0),-) S <HH,0) 
CLIMBING (f- (-,0),-) (K,0> L (AYL,0) AYC! (AYR,0) M IH5 NX 
CLUSTERING <«- (-.0),-) (K,0> L UH2! S - T ER <IH3,IY) NX 
CMU (-,0) S IY EH2 M! Y <IH4,0) UW2 
CODE <<- (-,0),-) <K,0> OW! (<- (-.0),-) (0,0) 
CODING ( 4 - (-,0),-) (K,0) OW! ( 4 - (-,0),-) (0,0X) <IH3,IY) NX 
COGNITION (4- (-,0),-) (K.O) AA3 <«- (-,0),-) (G,0) N IH3! SH IH5 N 
COGNITIVE ( 4 - (-,0),-) (K,0) AA3! <-,0),-,0> N,DX) IH4 ((f- (-,0)r) T,DX) IH4 V (F,0> 
COLBY <«- (-,0),-) (K,0> 0W3( EL3 ( 4 - <-,0),-{4}> (B,0) IY 
COLES ( 4 - (-.0),-) (K,(» OW EL (Z;4},(Z,0) S) 
COLLINS ( 4 - (-,0),-) (K.O) AO EL3 UH2 N (Z{4},(Z,0> S) 
COME ( 4 - (-.0),-) (K,(» AA5! M 
COMMENTS ( 4 - (-,0),-) (K,0> AA M EH2! N («- (-.0),-) S (HH,0) 
COMMITTEE ( 4 - (-,0),-) <K,(» EM! IH2 «f- <-,0)r) T,DX) IY 
COMMON ( 4 - <-,()>,-) (K,0) AA M AX (N(0X) 
COMMUNICATIONS (-,0),-) <K,<» AH M UV/3 N IH3 ( 4 - (-,0),-) <K,0> <EYL,0) EYC! (EYR,0) SH IH5 N 
COMMUNICATIONŜ  (-,0),-) (K,0) AH M UW N IH ( 4 - (-,0),-) (K,0) <EYL,0) EYC! (EYR,0) SH IH5 N (Z{4},(Z,0) S) 
COMPLEX ( 4 - (-,0),-) (K,(» AA M («- (-,0),-,0> (P L,PL (L,0» EH ( 4 . (-,0),-) S (HH,0> 
COMPLEXITY ( 4 - (-.0),-) (K,(» AA{2} M ( 4 - (-,0>,-,0> (P L.PL (L,0» EH4! (<- (-,0),-) S IH7 <(<- (-,0),-) T,DX) IY 
COMPONENTS ( 4 - (-,0),-) (K,(» AX M ( 4 - (-,0),-,0) P OW N AX N ( 4 - (-,0)r) S (HH,0> 
COMPREHENSION ( 4 - <-,0>r) (K,0) AA M (4- (-,0),-,0) (P R,PR <R,0» IY HH2! EH2 N SH IH5 N 
COMPUTATION ( 4 - (-,0),-) <K,(» AA! M ( 4 - (~,0),-,0) P IH3 ( 4 . <~,0)r) T (EYL.O) EYC (EYR,0) SH IH5 N 
COMPUTATIONAL(4- (-,0),-) (K,(» AA M (4- (-,0>,-,0> P IH3 ( 4 - (-,0),-) T (EYL,0> EYC (EYR,0) SH IH5 N (AH EL,EL) 
COMPUTER ( 4 - (-,0),-) (K,0> <AH2 M,EM> ( 4 - <-,0),-,0) (P,PH> IH2! (UW2,0> ((4- (-,0),-) T,DX) ER 
COMPUTERS (*- (-,0>,-) (K,0> (AH2 M,EM) <4- <-,0),-,0) (P,PH) IH2! (UW3,0> ((4- (-,0),-) T,DX) ER (Z{4J,(Zr0) S) 
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Dictionary 

COMPUTING 
CONCEPTUAL 
CONCERN 
CONCERNED 
CONCERNING 
CONCURRENT 
CONFERENCE 
CONFERENCES 
CONFINE 
CONSIDER 
CONSIDERED 
CONSTRAINT 
CONSTRUCTING 
CONSTRUCTION 
CONSULTANT 
CONSULTATION 
CONSULTATIONS 
CONTAIN 
CONTAINED 
CONTAINS 
CONTEXT 
CONTINUOUS 
CONTROL 
CONTROLLED 
CONVENTION 
CONVENTIONS 
COOPERATING 
COOPERATION 
COPY 
COPYING 
CORRECTNESS 
COULD 
CURRENT 
CURVED 
CYBERNETICS 
CYCLIC 
DANNY 
DATA 
DATE 
DATES 
DAVE 
DAVID 
DEBATE 
DECEMBER 
DECISION 
DEDUCTION 
DEDUCTIVE 
DEMAND 
DENOTATIONAL 
DEPTH 
DERIVATION 
DESCRIBE 
DESCRIPTION 
DESCRIPTIONS 
DESIGN 
DESIRE 
DETECTION 
DEVICES 

( < - ( 

( < - ( 

< < - ( 

(<- < -

( < - ( 

( 4 - ( 

( 4 - < 

( 4 - <• 

S (• 
( 4 - <• 

( 4 - ( . 

( 4 - ( -

( . - < -

( < - < -

( < - ( 

( 4 - ( 

( 4 - ( 

( 4 - ( 

( 4 - ( -

( 4 - ( 

( 4 - ( 

( 4 - ( 

( 4 - ( 

( 4 - (• 

< « - (• 

(<- (• 

( 4 - ( • 

( 4 - ( . 

< -

( < - <-

<<- ( • 

( 4 - ( -

( 4 - ( . . 

< * - ( • 

(-,0) 
( ( 4 - ( 

« 4 - ( 

( ( 4 - ( . 

( ( < - ( 

( ( 4 - ( 

( ( « - ( 

( ( 4 - ( 

( ( 4 - ( 

( ( 4 - ( 

( ( 4 - c 
( ( 4 - ( 

« < - ( 

« « - ( 

( ( 4 - ( 

( ( 4 - ( 

( ( 4 - ( 

( ( 4 - ( 

< ( « - ( 

( ( 4 - ( 

( ( 4 - (• 

((- C 
( ( 4 - ( 

,0),-) (K,0) (AH2 M,EM> <<- <~,0)r,0> (P,PH) IH2! (UW3,0> ( ( 4 - (-,0),-) T,DX) IH2 NX 
,0),-) (K,(» AX N S EH (-,0),-) SH(,10} UW EL 
,0),-) (K,0) OH7,]H3) N S ER! (N,DX) 
.,0),-) (K,0> OH7.IH3) N S ER! N («- (-,0),-) (0,0) 
-,0>,-) (K,0> 0H7JH3) N S ER! N IH5 NX 
-,0>,-) (K,0) IH5 N <«- (-,0),-) K! ER EH2 N ««- <-,0),-{4}) (T,0),DX) 
-,0),-) <K,0> AA! N (-,0) F ER IHG N S (HH,0) 
•f0>,-) (K,0> AA! N (~,0> F ER IHG N S IH4 S (HH,0> 
•,0),-) <K,0> 0H7.IH3) N F! (AYL,0> AYC (AYR,0) <N,DX) 
,0),-) <K,<» IH3 N S IH3! ( ( 4 - (-,0),-) <0,0),DX) ER 
•f0),-) <K,G> <(IH7,IH3) N,EN) S IH2! ( ( 4 - <-,0).-) (0,0>,DX) ER (<- <-,0),-) (D,0) 
,0),-) <K,(» <IH7,IH3) N S - DR R (EYL,0) EYC <EYR,0) N (0,T> 
,0),-) (K,0) <IH7,IH3) N S - DR R EH3! ( 4 - (-,0),-) T <IH3,IY) NX 
,0),-) (K,0> <1H7,IH3) N S - DR R EH3! ( 4 - (-,0),-) SH IHB N 
,0),-) (K,(» IH7! N S AO EL ( 4 - (-.0),-) T IHG N ( 4 - (-,0),-) (0,T) 
,0),-) (K,0> A A N S EL3 («- (-,0),-) T (EYL,0> EYC (EYR.O) SH IHB N 
,0),-) (K,0) AA N S AX (L,0) ( 4 - (-,0),-) T (EYL.O) EYC (EYR.O) SH IHB N (Z{4},(Z,0) S) 
.0),-) (K,0> <IH7,IH3) N ( ( 4 - (-,0),-) T,DX) <EYL,0> EYC! (EYR,0> <N,0X) 
,0),-) <K,0> (JH7JH3) N ( ( 4 - <-,0),-) T.DX) (EYL.O) EYC! (EYR.O) N ( 4 - (-,0),-) (0,DH,0) 
-.0),-) <K,0> OH7JH3) N « 4 - <-,0>,-) T,DX> <EYL,0> EYC! (EYR,0> N (Z{4},(Z,0) S) 
•,0),-) (K,(» AA N ( 4 - (-,0),-) T F.H3! ( 4 - (-,0),-) S -{4} <T,0) 
,0),-) <K,(» IH3! N (<- (-,0),-) T IH3 N Y UH2 AH S (HH.O) 
-,0),-) (K,0) OH7JH3) N (<- <-,0),~) (SH{,JOj,T) R OW! EL 
,0),-) <K,(» ()\V/t]H3) N (<- (-,0),-) (T,SH{,10J) R OW (EL,0) ( 4 - <-,0)r) <D,0) 
•,0>,-> <K,0) <}H7,IH3) N (V,E) UH! N (<- («-,0) -) SH IH5 N 
,0),-) <K,<» 0H7,IH3) N (V,F> UH' N <<- (<-,0) -) SH IH5 N (Z{4},(Z,0) S) 
.0),-) (K,(» OW AO! ( 4 - (-,0>,-> (P,0> ER2 <GVL,0> EVC (EVR.O) ( ( 4 - (-,0),-) T.DX) (IH3,IY) NX 
,0),-) <K,(» OW AO' ( 4 - (-,0),-) <P,0) ER2 <EVL,0) EYC (EYR,0) SH IHB N 
,0),-) (K,<» AA! ( 4 - (..,0)r) P IY 
•f0>,-) (K,(» AO1 U- (-,0),-) P IY (IH3,0) NX 
•,0>,-> (K,0> EK EH ( ( 4 - (-.0),-) T.DX) N IX S (HH.O) 
-,0),-) <K,0) UH! (<- (-.0),-) (0,0) 
,0),-) <K,0> ER' (JH5 N.EN) ( ( 4 - (-,0),-{45) <T,0),DX) 
,0),-) (K,0> UHO' ER (FfV) ( 4 - (-,0),-) (0,0) 
S (AYl.O) AYC (AYR.O) (<- (-l0>,-{4}) (B,0) ER N EH ««- (-,0),-) T,DX) IH3 ( 4 - (-,0),-) S (HH,0) 
S IH3» ( 4 - <-,0),-{4}) (K,0) L UH2 ( 4 - <-,0)r{45) (K,0) 
~,0>,-) (D,0),DX) AE4! N IY 
-,G),-) (0,0),DX) <EYL,0> EYC! (EYR.O) ( ( 4 - (-,0),-) (D,0),DX) UH 
:-,0),-) <0,0),DX) (EYL,0) EYC (EYR.O) <(<- (-l0)1-(4J) (T,0),DX) 
-,0),-) <D,0>,DX) (EYL,0) EYC! (EYRfO) <«- (-.0),-) S (HH,0) 
•,0>,-> (D,0),DX) (EYL.O) EYC! (EYR.O) V (F,0> 
,0),-) (0,0>,DX) (EYL.O) EYC (EYR.O) V IH2 ( 4 - (-,0),-) (0,0) 
,0),-) (0,0),DX) IH2 (<- <-,0>f-{4;> (B.O) (EYL.O) EYC (EYR.O) ( ( 4 - (-,0),-{4}> <T,0),DX) 
,0),-) (0,O),DX) IH2 S EH' M <«- <-f0),-{4}) (B,0) ER 

:-,0)r) (D,0),DX) IH2 S IH ( 4 - (-,0),-) SH IH15 N 
-,0>,-) (0(0)(DX) (IY,IH2,IX) (<- (-,0),-) (0,0) A A 3' ( 4 - (-,0),-) SH IH5 N 
,0),-) (0f0)fDX) <IY,IH2,IX) ( ( 4 - (-,0),-) D.DX) AA3! ( ( 4 - (-,0),-) T,DX) IH2 V (F,0) 
,0),-) (D,0),DX) IH! M AE4 N ( 4 - (-,0),-) (0,0) 

-.0),-) (D,0),DX) IY N OW ( 4 - (-,0),-) T (EYL.O) EYC (EYR.O) SH IH5 N EL 
-,0),-) <D,0),DX) EH4! ( 4 - (-,0),-) TH (HH.O) 
-,0),-) (0,0),DX) IH2 ER (IH.O) V (EYL,0) EYC (EYR.O) SH! IHB N 
.,0),-) (D,()>,DX) IH4! 5 - (K,WH,C» R (AYL,0) AYC (AYR,0) B 
-.0),-) (0,0),DX) IH4 S - (K,0> R IH2 (<- (-.0),-) SH IHB N 
-,0),-) (0,0),DX) IX S - (K,0) R IH ( 4 - (-,0),-) SH IHB N (Z(4;,(Z,0) S) 
,0),-) (D,0),DX) (IHC.IX.O) (Z|4},(Z,0) S) (AYL.O) AYC! (AYR.O) (N.DX) 
,0),-) (0,0),DX) (IH.IY) (Z(4},(Z,0) S) (AYL,0) AYC! (AYR,0) ER 
,0),-) (0,0),DX) (IH,IY) ( 4 - (-,0),-) T EH! («- (-,0),-) SH IHB N 

-,0),-) (0,0),DX) (IIUY) V! (AVL.O) AYC <AYR,0> S IH6 (Z(4},(Z>0) S) (HH,0) 

49 



X X X 
T J ~ > 

2 -c 

m m 

5 < 

m r t X 

m m m 

< < < 
m ?r~. rr: 
•XZ TC Z 
< 5 

m m 

< < 

r— r— d C > > 

r n m m 
ZZ X : X 

2 3 5 
x: zl 

* < 
o z £ z £ 

m m 

r n CD CD CD 

m r n m 
~ n O O 

O 

z 
c o 

7 2 < 

o — I c d 

< 

m m r n > > > 
S 3 /• X* 
Z r - r -

14 to 

m o O O O O 
> < d X J X > X ) 
O 2 x i ~ m m 

x > 5 < < £ 
r 2 ^ *n s 

P=J CD CO 

x i x i x j o o o o o o o o ~ ~ ~ ~ ~ 
> > > C Z Z Z Z m m S 55 S S 2 

=5 " ^ a £ 2 > c o c o c o c o 2 * r 2: ^ z - 1 < CO CO CO CO 
CD ^ 22 r n m 
c o 2 

CD 

OOOOOOO 
5 z 3 ~ ~ *"* ~ 
S r n Z Q Z -5 
O O z > 

o o > > 
A CD 

2 2 
CD O 
C c o 

" S3 

O 

O O O O O O O O O O O O O O O O O O O O O O O O O O 

1 1 

b o o o t t 
rvj CO 

T T 
T T b o 

— N 

1 * 
" D ^ 
m N 
3 0 O 

m m ^ ^ « 1 bz x S 
t t X X < 

U O ^ . ^ / U 

^ •>* <T ^ 
^ ^ - X 7 3 X 

< o 

< 5 

N N ̂ 5 < Jfc 

9 9 x 

c o c o t C/D ^ >̂  r 
S 5 

m r n 

2 2 5 

' 

X 

X 
o o 

N 
N o 

z < 

X < X 

o c 0 0 

< ^ m 

m c o 

? 5 § 

o < < 
9 

c o 

x £ 

b ^ 

o _ 
^ < 
m 

< z 
— X 
m < X3 
CO 
X 

o 
X 

n w !l r 
r o w m i 

^ Z t— ^ 
< c o r n 

f > o t* 3 
< ^ ^ c n 

^ O 1 1 

< < < 
. 1 — 

o 
X X X 

X ) 

^ - v ^ ~ O T r -
t o r n :̂ — < 

^ <nr» O 

— ^ < 
' ~ O 

m m • < < n n 
f n f n 

< < 
O O 

"~ 

m ^ X X 
^ T 3 3 

0 0 0 

~i o o 
X X 

CO ^ ^ 

J t t 
o ^ ^ 
^ 0 0 

t t t t t t t t t 
o o o -c x ^ ^ c : ^ o o o o o 

>- t r t ^ j _ z 1 ^ ^ ^ 

CO ^ O 

-̂ o S 

x 
O Z-

23 ^ 3 

2 1 

o 
CO J — 

o 2 g 

> & < 

O O 

O ^ 
X ^ 
~ o 
z 5 
X 

3 ^ 
Z 

o o 
x -r - 5 0 «-s 

CO 

CO 

x ^ 

5 s 
^ b 

^ o 

o 0 0 

S 3 D ^ 3 

X I 7 0 

3 3 f— O 

o o . 
Xi 73 

70 73 ' 

> > 

o 

3 >̂ 2 
^ > 
x < 

b2f5 
~ > z 

< 

> 
m 

5 s l 
9 -
> > 
< < 
CD 

^ b 
» > 
O X 

X 
X 1 x 

CO 

b 

>U -l* ^ N3 

CD CD 

b b 
O — < 

"1 ~i 

X X o 
o o -~ 
2 9 -b b 
X X X 

> > § x x 3 - ^ ^ 
N Ci x 

r t t t t t t t t t t t 
T'T'j 1 T'T"! T T T T T b o o b o b b b o b o o 

' l " l ~1 ~I ~! " l " | ' l ~! 

o b o o o o o o o o o o 9 9 9 9 9 2 9 9 9 9 9 9 b b b b b b b b b b b b x x x x x x x x x x x x 

^ £ 
CO _ 

X X 

co cn z z ^ 
N 
fsi b 

t 
b 

— o co 
— c o 

> 
X 

> J CO CO CO 

" w " I I 1 
CO ^ ^ ^ , ?: 7: 7; ^ o b b 

> > > -L, > > > 
J° r o N ) N ) 

3 5 fo 
m ^ 
x m 
CO X 

co rr 
x > > 
r o < < 

v ~ ^ v T Z 

t X 

b X 
7 

rj t o o 
T > > 

w b < < S o o 

^ o 1-9 
X 

o 
X 

^ c o c o c o t o 

9 ^ 5 4r x 

v ui o x 
^ ^ ^ " b 

9 
b 

_o> 

< x ^ 
b ^ 

N — -
o o 
X — 

CO 
X 

< o 
f n 
< 

b 

N b 
0 0 

x ~ 
^ m 
^ Z ' 
T m ' 
^-v 1 — * J co o 

e n o 
z o ^ b 

r - t X 

5 r s 

- ^ > > 
» ^ X I X I 

a b b X ~ 
x 
CO 

o b 
b 

o x 

> J o o 

P CO 

o ^ 
^ X 

CO 
X 
X 

b 

o 
o 

Q 
i 



Dictionary 

EXPLANATION 
EXPRESSIONS 
FABLES 
FACES 
FACTS 
FAHLMAN 
FAIRY 
FASTER 
FEATURE~0RIVEN(-,O) 
FEBRUARY 
FEDERAL 
FEiGENBAUM 
FELOMAN 
FICTION 
FIFTEEN 
FJFTY 
FIKES 
FILE 
FINISH 
FINISHED 
FIRST 
FIVE 
FOR 
FORESTS 
FORMAL 
FORMATION 
FORTY 
FOUR 
FOURTEEN 
FRAME 
FRAMES 
FROM 
FU 
FUNCTION 
FUNCTIONS 
FUZZY 
GAME 
GAMES 
GARY 
GASCHNIG 
GENERAL 
GENERATE. 
GENERATION 
GEOMETRIC 
GEORGE 
GET 
GIPS 
GIVE 
GIVEN 
GM 
GO 
GO-MOKU 
GOAL 
GOALS 
GRAIN 
GRAMMARS 
GRAMMATICAL 
GRAPH 

(.,0) EH (<- <-,0),-) S - <P L.PL (Lr0» IH N (EYL,0) EYC! (EYR,0) SH IHB N 
(-,0) IH3 ( 4 - <-,0),-) S - <P R,PR <R,()» EH3! SH (IH5 N,EN) <Z(4},(Z,0) S) 
(-,0) F (EYL.O) EYC (EYR.O) <«- <-f0),-{4}) <B,0) AX <L,0> <Z{4},(Z,0) S) 
(-,0) F (EYL.O) EYC! (EYR,0) S IH4 (Z{4},(Z,0) S) 
(-,0) F AE! ( 4 - (-,0),-) S <HH,0) 
(-,0) F AO EL?. M UH4 (N.DX) 
(-,0) F EH! (ER,R) IY 
(-,0) F AE3! S - T ER 

F IY (<- (-,0),-) SH',10} ER! ( 4 - (-,0),-) DR R IH V «(IH,IX) N),EN) 
F EH3! ( 4 » (-,0>r{4}> (B,0> (R,Y) (UW (W,0),0> AA (ER,R> IY 
F EH! « 4 - <-,0),-) D.DX) ER2 EL3 
F (AYL,0) AYC (AYR,0> ( 4 - <-,0)r) <G,0> IH5 N ( 4 . <-,0),-,0) (B,0) <AWL,0) AWC! (AWR,0> M 
F EH2! EL ( 4 - (-,0) ,-) M IHG <N,DX) 
F IH2 ( 4 - <-,0),-) SH! IHB N 
F IH2! F <(#- <-f0),-> T,DX) IY (N,DX) 
F IH2! F «- (-,0),-) T.DX) IY 
F (AYL,0) AYC! (AYR,0) ( 4 - <-,0),-) S <HH,0> 
F (AYL,0) AYC! (AYR,0> EL3 
F IH3! N IHB SH (HH,0> 
F IH3! N IHB SH -{4} (T,0) 
F (AA3 ER,ER2>S! -JO} (T,0> 
F (AYL,0> AYC! (AYR,0> (V,F> 
F (AA4,0> ER! 
F AA2 ER! IH S - S (HH.O) 
F AA4! ER2 <M,(l> EL2 
F AA4 ER M (EYL,0) EYC! (EYR,0) SH IHB N 
F AA4! (ER,EH2) ((«- (-.0),-) T,DX) IY 
F AA4! ER 
F AA4! ER <(«- (-.0),-) T.DX) IY (N,DX) 
F R <EYL,0> EYC! (EYR,0) M 
F R <EYL,0> EYC <EYR,0> M (Z(4},(Z,0> S) 
F R AH! M 
F UW2! 
F AA! NX ( 4 - (-.O),-̂ ) SH IHB N 
F AA! NX ( 4 - (-.OX-.O) SH IHB N (Z{4},(Z,0) S) 
F UH2! (Z(4;.,(Z,0) S) IY 

( 4 - (-,0),-) (G,0) (EYL,0) EYC! (EYR,0) M 
(_ (-,0),-) (G,0) (EYL,0) EYC! (EYR,0) M (Z{4},(Z,0) S) 

(-,0),-) (0,0) AE2I ER IY2 
( 4 - (-,0),-) (0,0) AEB SH N IH3 ( 4 - <-f0),-{4}) (K,(» 
<«. (-,0),-) SH(,.lOj EH2 N ER2' EL3 
<«. (-,0),-) SH{,10) EH2 N ER (EYL,0) EYC! (EYR,0) ( ( 4 - <-,0),-{4}) <T,0),DX) 
( 4 - (-.0),-) SH(,10} IHB N ER (EYL,0) EYC! (EYR,0) SH IHB N 
<«- (-,0),-) SH{,10} IY IH M EH2! ( 4 - (-,0),-) DR R IHB ( 4 - (-l0),-{4}> (K,0) 
( 4 - (-,0),-) SH{,10) LJW4 ER! ( 4 - (-,0),-) SH(,10) 
( 4 - (-,0),-) (G,0) <EH2!,JH3!) ( ( 4 - (-,0)r[4}) (T,0),DX) 
(<- (-.0),-) (G,0) IH3! (<- (-,0),-) S (HH,0) 
( 4 - (-,0),-) (G,0) IH2' (F,V (F,0» 
( 4 - (-,0),-) (0,0) IH3! V UH4 (N,i)X) 
<«_ (-,0),-) SHI.IOl IY! EH2 M 
<«. (-,0),-) (G,()> OW!{,36 5 
(<- (-.0),-) (0,0) OW M OW! (<- <-,0),-) (K,0) UW 
<<- <-,0)r) (G,0) OW! El. 
(<- (-,0),-) (G,0) 0W3( EL CZ[4},(Z,0) S) 
(<- (-.0),-) (G,0) R (EYL,0) EYC! (EYR.O) (N.DX) 
( 4 - (-,0),-) (0,0) R AEB M ER! (Z[4},(Zf0) S) 
(<- (-,0),-) (0,0) ER M AE! ( ( 4 - (-,0),-) T,DX) IH8 ( 4 - <-f0),-{4}) (K,0) EL 
(<- (-,0),-) (G,0) R AE3! F (HH.O) 

(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-,0) 
(-.0) 
(-,0) 
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Dictionary 

GRAPHICS (<- <-,0>,-) (0,0) R AE2! F IH2 <«- (-,0),-) S (HH,0> 
HAMBURG (-,0) <HH,0> AA! M <«- (-,0),-,B> (B,0) ER2 <«- <-,0)r) <G,0> 
HANS (-,0) (HH,0> AA! N (-,0) S (HH,0> 
HAPPEN (-,0) (HH,0> AE! (<- (-,0),-) P EH2 <N,DX) 
HARRY (-,0) (HH2.HH) AE2! (ER.tt) IY2 
HAS (-.0) (HH,HH2t0> AE4! (Z[4},(Z,0> S) 
HASN'T (-.0) <HH,HH2,0> AE! (Zf4},(Z,0) S) IHG N «<- <-,0)r[4}) 0\0>(DX) 
HAVE (-,0) <HH,HH2,0> <AE!,AE!i() V (F,0> 
HAVEN'T (-,0) <HH,HH2,0> AE! (V,<-) (EH2 N,EN> «.- (-,0),-{4}) <T,0>,DX> 
HAYES-ROTH (-,0) <HH,HH2,0> <EYL,0) EYC <EYR,0) <Z[4},<Z,0) S) R AA TH <HH,0) 
HE (-,0) (HH,HH2,0) IY! 
HEARSAY (-,0) (HH,HH2,0> IY2 ER (-,0) S (EYL,0> EYC! (EYR,0) 
HELP (-,0) <HH,0> A A 3! El. 3 (<- <-,0)r) <P,0> 
HENDRIX (-.0) <HH,0) EH2 N «<- <-,0>r,0) <DRfD),DX) ER IH2! <«- (-,0),-) S (HH,0> 
HER (-,0) <HH!,HH2!) ER! 
HERB (-,0) <HH,0) ER! (<- (-,0>r{4}) <B,0> 
HERBERT (-,0) (HH,0> ER2! (<- (~,0>,-{4}> <B,0> ER ««- <-f0),-{4}) (T.OJ.DX) 
HEl EROSTATIC (-,0) (HH,0) EH <«- (-.0),-) DR R OW S - T AE <(<- (-.0),-) T,DX) IH3 <<- (-,0),-) (K,0> 
HEURISTIC (-,0) (HH,HH2,0> (EH3,)Y?,0> ER IH2! S <- T,0> IH2 <«- <-,0),-{4}) (K,0> 
HEWITT (-,0) <HH,H}I2(0> Y UW )H4 <<- (-,0),r) <T,0> 
HILARY (-,0) <HH,HH2f0> EL3 ER! IY2 
HILL (-,0) <HH,HH2,0> AH3! EL4 
HIS (-,0) (HH.O) IH3! (Ẑ 'MZ.O) S) 
HISTORY (-,0) (HH.O) 1H3! S - DR ER IY 
HOLLAND (-,0) <HH,0> AA! EL3 EN (<- (~,0),~,0) (0,0) 
HOW (-,0) (HH,HH2,0) (AWL,0) AWC! (AWR,0) 
HUGH (-,0) <HH,HH2,0> 1H2 UH! 
HUMAN (-,0) (HH,HH2,0> UW3! Ml UH (N.DX) 
HUNDRED (-,0) (HH,0> (AAS!,/\A2!> N (<- (-,0),-) (OR,D,0) EH (<- (-,0),-) (D,0> 
HUNGRY (-,0) (HH,0> UH2! NX <«- (-.0),-) (G,0) R IY3 
HUNT (-,0) (HH,0) UH2! N «<- (-,0),-{4}) (T,0),DX) 
HYPOTHESIS (-.0) (HH.O) (AYL,0) AYC! (AYR,0> <<- (~,0),-) P AA TH IHG S IH6 S (HH,0) 
I (-,0) (AYL,0> AYC! (AYR,0) 
I'D (-,0) (AYL,0) AYC! (AYR.O) <«- <-,0)r) (0,0) 
I'M (-,0) (AYL,0) AYC! (AYR,AYX,0> M 
IEEE (-,0) (AYL,0) AYC (AYR,0) <(<- (-,0),-) T.DX) R IH! (<- (-.0),-) P (ELFAX EL) IV 
IFIP (-,0) (AYL,0) AYC! (AYR,0) F IH2 (<- (~,0)r) (P.O) 
IJCAl 

(-.0) <AYL,0) AYC (AYR,0) <<-(-,0),-) SH(,10] (EYL,0) EYC! (EYR.O) S IY (EYL,0) EYC (EYR,0) (AYL,0) AYC <AYR,0> 
ILLINOIS (-,0) IH3 EL3 UH4 N (OYl.O) OYC! (OYR,0> 
IMAGE (-,0) EH2 M! IH3 <«- (-,0),-) SH{,8} 
IMAGES (-,0) EH2 M! IH3 («- (-.0),-) SHJ.8! IH3 (Z{4},<Z,0) S) 
IMPROVING (-,0) IH3 M («- (-,0),-,0) P! R <IH,0> UW! V (IH3.IY) NX 
IN (-.0) (UH!,IH3!fIXi> (N.DX) 
INDUCTIVE (-,0) IH4 N <- <-,0),-,D) (0,0) A A3 («- (-,0),-) T IH2 V (F,0) 
INDUSTRIAL (-,0) IH4 N (- (-,0),-,D> (0,0) AA2! S - DR (R,0) IH2 EL3 
INEXACT (-.0) IHB N IHB! <<- (-,0),-) <Z(4},(Z,0) S) AE «<- <-,0),-{4}) <T,0),DX) 
INFERENCE <-,()) IH3 N F! R IHG N S (HH.O) 
INFERENCES (-,()) IH3 N F! R IHG N S IH4 (Z{4}I(Z,0) S) 
INFERENTIAL (-,0) IH3 N F ER.?! EH2 N SH EL 
INFORMATION (-,0) IH3 N F ER2 M (EYL.O) EYC (EYR.O) SH! IHB N 
INHERITANCE (-,0) IH3 N (HH,HH2,0> EH3 ER! IH2 <<- (-.0),-) T IH4 N S (HH,0) 
INSANE (-,0) IH3 N S (EYL,0) EYC! (EYR.O) (N,DX) 
INSTITUTE (-,0) IH3 N S - T IH4 (<- (-.0),-) T UW3! ««- <-f0),-{4}) <T,0),DX) 
INTELLIGENCE (-,0) IH3 N «<- (-,0),-) T.DX) EH EL IHG! (<- (-.0),-) SH IH3 N S (HH,0) 
INTELLIGENT (-.0) IH3 N «<- (-,0),-) T,DX) EH EL IHG! <«- (-,0),-) SH IH3 N <«- (-,0),-) (0,1) 
INTENSITY (-,0) IH3 N <«- (-,0)r) T F.H2! N S IH4 <(<- (-,0),-) T.D.DX) IY 
INTENTIONS <~,0> IH5 N <«- (-,0),-) T EH2 N SH IHB N (Z(4},(Z,0) S) 
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Dictionary 

LEARNING (-.0) L2 ER! N IH7 NX 
LECTURES (»,0) L EH <<- (-,0),-) SH!(,10} ER <Z{4},(Z,0) S) 
LEE (-,0) L IY! 
LENAT (-,0) L AA2! (N,DX> AH2 «<- <-,0>f-{4}) (T,0),DX> 
LEONARD (-,0) L AA2 EN! ER ««- (-,0),-) (0,0),DX) 
LES (-,0) L UH4! 3 <HH,0> 
LESSER (-,0) L AH! S ER2 
LET (-,0) L AH2! « 4 - <-,0),-{4}) <T,0),DX) 
LET'S (-,0) L AH2! (<- (-,0),-) S (HH.O) 
LEXICOMETRY (-,0) L EH (.- (-,0),-) S IH2! («- (-,0),-) <K,0> A A M UH4 <«- <-,0),-) DR R IY2 
LIGHT (-.0) L <AYL,C» AYC! (AYR.O) <(- (-,0>,-{4}) <T,0),DX) 
LIKE (-,0) L (AYL.O) AYC! (AYR.O) <V <-,0),-{4}) (K,0) 
LIMIT (-.0) L IH M UH4! (O <-l0),-{4}> <T,0),DX) 
LIMITED (-.0) L IH M UH4! ««- <-,0>,-) (T,0,0), DX) IH4 <«- (-,0),-) (0,0) 
LINDA (-,0) L IHG N! (<- (~,0>,-,D> (0,0) UH4 
LINE (-,0) L (AYL,0> AYC! (AYR,0) (N,DX) 
LINEAR (-.0) L IH3! N IY ER 
LINGUISTICS <-,0> L IH3 NX (.- (-.0),-) WH IH S - T IH3 (<- (-,0),-) S (HH,0) 
LISP (-,0) L IHG! S - <P,0> 
LIST (-,0) L IHG' (Z{4},(Z,0) S) (- (T,0),0) 
LISTED (-,0) L IHG! S - T (IXJH4) <«- (-,0),-) (0,0H,0) 
LISTING (-,0) L UH4 S - T! (IH3,JY) NX 
LOCATION (-,0) L 0W3 («- (-.0),-) <K,(» (EVL,0) EYC! (EYR,0> SH IHB N 
LOCATIONS (-,0) L 0W3 <«- (-,0),-) (K.O) (F.YL.O) EYC! (EYR.O) SH IHB N (Z{4},(Z,0) S) 
LOGIC (-.0) L AO <«- (-.0),-) SH»;,8} IH3 <«- <-,0),-{4}) (K,0) 
LOGICAL (~,C» L AO <«- (-,0),-) SHIJ.H} IH3 (<- (-.0),-) (K,0) EL 
LONG (-,0) L2 0W4! NX 
LOSING (-,0) L UW3! (Z{4},(Z,0) S) (IH3,IY) NX 
LOW (-.0) L OW 
MACHINE (-,0) M IHB SH! IY (N,DX) 
MACHINES <-,0) M IHB SH! IY N <Z?4},<Z.O) S) 
MACRO (-.0) M AC B (<- (-,0),-) (K,0) R OW 
MADELINE (-,0) M AE! « 4 - (-.0),-) (D,0),DX> AH EL IHG <N,OX) 
MAGAZINES (-,0) M AEB ( 4 - (~,0),-) (0,0) IH4 <Z{4},(Z.O) S) IY N <Z{4},(Z,0) S) 
MAKE (-,0) M (EYL.O) EYC! (EYR,0) <«- <-,0),-{4}) <K,0) 
MANAGEMENT (-,0) M AEB (DX,N) EH2! SH(,8} M EH2 N ((<- <-,0),-{4}) (T,0),DX) 
MANIPULATING <~,0) M JHB N IH3 <<- (..,0),-) P Y UH2 L (EYL.O) EYC! (EYR.O) ( ( 4 - (-,0),-) T,DX) (IH3.IY) NX 
MANIPULATORS (~,0> M IHB N IH3 <<- <~,0>,-) P Y UW2 L (EYL.O) EYC! (EYR,0) ( ( 4 - (-,0),-) T,DX) ER (Z{4},(Z?0) S) 
MANNA (-,0) M AA! N AA 
MANTRA (-,0) M AO N! ( 4 - (-.0),-) DR R IH2 
MANY (-,0) M (EH2.EH3) (N,DX> IY! 
MAPPING (-,0) M AEB ( 4 - (-,0),-) P (IH3,IY) NX 
MARCH (-.0) M AA! R <<- <-,0),-) SH (HH,0> 
MARKET (-,0) M AA2 ER2! (<- (-,0),-) (K,0> IH3 <-,0),-{4}) (T,0),DX) 
MARR (-,0) M AA! ER2 
MARSLAND (-.0) M AO ER <Z{4},<Z,0) S) L UH4! N (<- (-f0),-,0) (0,0) 
MARTELLI (-,0) M ER2! ( 4 - <-f0),-) T EL3 IY2 
MARVIN (-.0) M AA R! V IH (N.OX) 
MARY <-,0) M AE2'. ER IY2 
MASINTER (-.0) M UH4 S EH2! N «*- (-.0),-) T.DX) ER 
MASSACHUSETTS (-,0) M AEB S IHB ( 4 - (-,0),-) SHj,8) UW3! S IH4 ( 4 - (-,0),-) S (HH,0> 
MATCHING (-,0) M AEB! ( 4 - (-,0),-) SH{,10) IHB NX 
MAY (-,0) M (EYL,0> EYC EYR! 
MCCARTHY (-,0) M AAB ( 4 - (-,0),-) (K,0) AA3! ER2 TH IY 
MCCORDUCK (-,0) M ( 4 - (-.0),-) (K,0) AA4! ER <(<- (-,0),-) D,DX) IH8 ( 4 - <-,0)>-{4}) <K,0> 
MCDERMOTT (-,0) M IH3 ( 4 - (-.0),-) DR ER M EH4 ( 4 - (-,0),-) (T,0) 
ME (-,0) M IY! 
MEANING (-,0) M IY N! (IM3.IY) NX 
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Dictionary 

NEWEY (-,0) N (UH4,0> UW! IY 
NEWSLETTER (-.0) N IHB! (UW3,0> <Z(4},(Z,0) S) L EH2 ««- (-,0),-) T,DX) £R 
NEXT (-,0) N EH! (-,0),-) S - <T,0) 
NJH <~,0) EN (AYL.O) AYC! (AYR,0> (EYL,0) EYC (EYR.O) < 4 - <-,0),-) SH (HH.O) 
NILS (-,0) N IH3! EL (Z{4},(Z,0) S) 
NILSSON (-.0) N IY EL3! (-.0) S UH4 <N,DX) 
NINE (-,0) N (AYL.O) AYC (AYR.G) N! 
NINETEEN (-,0) N (AYL,0) AYC <AYR,0> N «<- <-,0),-) T,DX) IY! <N,DX) 
NINETY (-,0) N (AYL.O) AYC (AYR,0> N « 4 - <-t0),-) T,DX) IY! 
NO (-,0) N 0W4! 
NOMINATING <-,0> N AA M UH N (EYL,0> EYC! (EYR,0) <(*• (-,0),-) T,DX) <IH3,IY) NX 
NOMINATION (-,0) N AA M UH N (EYL,0) EYC! (EYR,0) SH IHB N 
NOMINEES (-,0) N AA M UH! N IY (Z{4},(Z,0) S) 
NON-INDEPENDENT 

(-.0) N AA N IH3 N «<• 
N0NDETERMJN15TIC 

<-,0>,-> D,DX) IH3! (<- (-,0),-) P EH2 N «<- <-f0),-,0) D,DX,0) IH2 N «<- <~,0),-{4}) <T,0),DX) 

(-t0> N AA2 N «<- (--,0),-) D,DX) IY! ( 4 - (~t0)r) (DR.T) ER M IH7 N IH3 S - T IH3 (<- (-,0>,-{4}) <K,0) 
NORI (-,0) N A A 4! ER2 IY 
NORMAN (-,0) N 0W4! ER2 M UH (N,OX) 
NOT (-,0) N AA! ««- <-,0>,-{4}) (T,0),DX) 
NOTES (-,0) N OW! <<- (-,0),-) S <HH,0> 
NOVEMBER (-,0) N OW! V EH3 M <<, (-,0),-[4}) (8,0) (ER.AH3) 
NRL (-.0) (EH N,EN) A A3 ER2! EH EL 
OBJECT (-,0) AO <<- (-,0),-) SH{,8} IH2!{,14} ««- <-,0),-{4}) (T,0),DX) 
OBJECTS (-,0) AO <- (-,0),-) SH(,8J IH2!{,14} <«- (-,0),-) S (HH,0) 
OCTOBER <-,(» AA2 ( ( 4 - (-,0),-) T,DX) OW! ( 4 - <~,0>,-(4}) (B,0) ER 
OP (-,0) (UH.UH2) V! 
OHLANDER (-,0) OW EL2! AE4 N ( ( 4 - (-,0),-) D,DX) ER 
OK (-,0) OW (- (-,0),-) <K,(» (EYL.O) EYC! (EYR,0) 
OLDEST (-,0) OW! EL ( ( 4 - (-.0),-) (0,0),DX) IH6 S -{4} (T,0) 
ON (-,0) AA2! (N,0X) 
ON-LINE (-.0) AA N L2 <AYL,0) AYC! (AYR,0) <N,DX) 
ONE (-.0) W AA4! CN.OX) 
ONES (-,0) W AA' N (Z;4},(Z,0) S) 
ONLY (-,0) 0W4! N2 L2 IY 
ONTOGENY (-,0) EH2 N (<- (-,0),-) T AO' (<- (-,0),-,0> SH(,8} IHB N IY 
OPERATIONAL (-,0) AO ( 4 - (-,0),-) (P,0) ER2 (EYL,0> EYC! (EYR,0> SH (IHB N,EN) EL2 
OPTIMAL (-,0) AA ( ( 4 - (-,0),-) T,DX) IHG M! EL2 
OPTIMIZED (-,0) AA (<- (~,0>r) T IHB M (AYL.O) AYC! (AYR,0> <Z(4},(Z,0> S) - (0,0) 
OR (-,0) <0W3,AA4,G> ERZ'̂ .M} 
ORDER (-,0) UW4 ER! «<- <-,0),-) D,DX) ER 
ORDERS (-,0) UW4 ER! «<- <-,0),-) D,DX) ER <Z(4},(Z,0) S) 
ORGANIZATION (-.0) AA4 ER <<- <-,0)r) (G,0) IH3 N IHG (Z(4},(Z,0) S) (EYL,0) EYC! (EYR,0) SH IHB N 
ORIENTED (-,0) UW4 ER2! IY EH2 N ( ( 4 - <-,0)r) T,DX) IH4 ( 4 - (-,0),-) (D,0) 
OUR (-,0) <AA3,(AWl,0) AWC (AWR.O)) ER! 
OURSELVES (-,0) AA R S EH2 (El.U!) <V,«0 <Z{4},<Z,0) S) 
OVERLAYS (-,0) OW V ER L (EYL.O) EYC <EYR,0> (Z{4},(Z,0) S) 
PACKET ( 4 - (~,0>,-) P AE3! (.- (-,0),-) (K,0> IH3 ( ( 4 - (.,0),-{4}) 0\0>,DX> 
PAIR ( 4 - (~,0>,-) P EH! ER 
PAMELA (<- (-,0),-) P AE! (M,«-> AA EL3 AA4 
PAPER ( 4 - (-,0),-) P (EYL,0> EYC! (EYR,0) ( 4 - (-,0),-) (P,0> ER2 
PAPERS ( 4 - (-,0),-) P (EYL.O) EYC! (EYR,0) <<- (-,0),-) (P,0) ER (Z{4},(Z,0) S) 
PAPERT ( 4 - (-,0),-) P AE3! («- (-,0),-) (P,0> ER (<- (-,0),-) (T,0) 
PARALLELISM ( 4 - (-,0),-) P EH3 ER UH2 EL3! EL IHG <Z{4J,<Z,0) S) (IHG MfEM> 
PARANOIA ( 4 - <-f0>,-) (P,0) ER UH N (OYL,0) OYC! (OYR,0> IH2 
PARAPHRASE ( 4 - <-,C)),-) P AE2 ER (AX(0) F R (EYL,0) EYC! (EYR,0) <Z{4},(Z,0) S) 
PARRY ( 4 - (-,0),-) P AE2 ER! IY2 
PARTIAL ( 4 - (-,0),-) P AA3 ER SH{,10J IH EL 
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PASCAL <«- <~,0>,-> P AE4! S - <K,0> AE EL3 
PAT <«- (-.0),-) P AE! ««- <-,0),-{4}) <T,0),DX> 
PATHFINDER <«- <-,0),-) P AE4 TH F (AYL.O) AYC! (AYR,0> N «<- <-,0),-) D,DX) ER 
PATTERN <«- (-,0),-) P AE3( (0X,«<- (-,0),-) T,OX) ) ER (N,()X) 
PEARL <<- (-,0),-) <Pf0> ER2! EL? 
PERCEPTION <<- (-.0),-) (P,(» ER S EH4! (<- (-,0),-) SH[,10} IH5 N 
PERCEPTRONS <<- (-,0),-) <P,0> ER S EH! (*- (-.0),-) DR R AA N (Z(4},(Z,0) S) 
PERFORMANCE <«- (-,0),-) (P,0> ER2 F AA4! ER2 M UH N S (HH,0) 
PERRY (<- (-,0),-) P EH3 ER! IY 
PETER <<- <~f0>,-) P IY! ((<- (-,0),-) T,DX) (EH3.0) ER 

(-,0) F OW ««- (-,0),-) T,DX) IH8 <<- (-.0),-) <G,0) R AE M IH7! (<- <-,0)r) DR R IY2 
F R (EYL.O) EYC! (EYR.O) <Z(4},(Z,0) S) 
F R <EYL,0> EYC< (EYRfO) <Z{4},(Zt0) S) IH4 <Z{4},(Z,0) S) 
F IX <Z{4},(Z,0) S) IH! SH 1H5 N (Z(4},(Z,0) S) 
,0),-) P IH3 (<- (-,0),-) SH(,10j ER 
,0),-) P IY' S (HH.O) 
,0)r) P (IH3,IY) NX <«- (-.0),-) (0,0) EL2! 
,0),~) (P L,PL (L,0» (EYL.O) EYC (EVR.O) N (Z(4},(Z,0> S) 
.,0),-) (P L.PI. (L,0)) AEB! (DX.N) ER (EL,L) (AYL,0) AYC! (AYR,0) <<- <-,0),-[4}) (K,0> 
,0),-) (P L,PL (L,0» AEB! (DX,N) (IH3.IY) NX 
,0),-) (P L,PL (1,0 » AEB! N (Z[4},(Z,0) S) 
•,0),-) (P L.Pl. (Lt0» (EYL.O) EYC! (EYR.O) (IH3,IY) NX 
,0),-) (P (lfL2>,PI. (L,0» IY! (Z[4},(Z,0) S) 
,0),-) P OW («- (-,0),-) <K,0> ER 
•,0>,-) P AO El. UH4 IY SHJ.10) ER3 IH2 
,0),-) (P R.PR <R,())) EH4! ««- (-,0),-) <0,0),DX) IH3 <«- (-,0),-) <K,0> IH3 ««- (~,0),-{4}) (T,0),DX) 
,0),-) (P R,PR (R,0» EH3! F ER2 EH N («- (--,0),-,0) SH(,8} EL3 
,0),-) (P R,PR <R,()» IHB! <Z(4},(Z,0) S) EH2 N ««- <-,0),-{4}) (T,0),DX) 
,0),-) (P R,PR (R,0)) (AYL,0) AYC! (AYR.O) S (HH.O) 
,0),-) (P R,PR <tt,0» (AYL,0> AYC! (AYR.O) S IH4 <Z{4},(Z,0) S) 
-,0),-) (P R,PR (R,()» IH M AX («- (-.0),-) T IX V (Z[4}l(Zt0) S) 
-,0),-) (P R,PR <R,0» (IH2JH8) N! «<- <-,0),-{4}) <T,0),DX) 
•t0>,-) (P R.PR <R,0» (IH2!,AE4!) N ««- (-,0),-) T.DX) IX <«- (-,0),-) (0,0) 
.,0),-) (P R.PR (R,0» (IH2!,AE4i) N «<- (-,0),-) T,DX) IHB NX 
,0),-) (P R,PR (R,())) AO (<- <-lO),-{45) (3,0) EL! M 
,0),-) (P R,PR (R,0)) AA <«- <-f0),-{4}) <B,0) EL M (Z[4},(Zi0) S) 
,0),-) (P,0) ER2 S IY («- (~,0)r) SHi.lO} ER2! EL 
.,0),-) P (R AX! , ER) S IY <«- (-,0),-) SH{,10) ER (Z{4},(Zf0) S) 
,0),-) P (R AX! , ER) S IY «.- (-,0),-) (0,0>,DX) IHB NX 
,0>,~) P (R AX! , ER) S IY ((<- (-,0)r) (0,O),DX) IHB NX <Z{4},(Z,0) S) 
,0),-) (P R,PR <R,()» AO S IH4 S (IY,IX) (Z[4{,(Zf0) S) 
,0),-) (P R,PR <R,0» AA' S IHG S (IH3JY) NX' 
,0),-) P (R AX!, ER) <(.- (-,0),-) (0,0),DX) UW S (HH,0) 
.,0),-) P (R AX, ER) ((- (-,0),-) <0,0),DX) UW! S -{4} (T,0) 
•,0>,-) (P,0) ER «<• (-,0),-) (0,0),DX) AA2 (<- <-,0)r) SH! IH4 (N,DX) 
•,0>,-) (P R,PR (R,0» AAB' ««- (-.0),-) D,OX) AH («- <-,0),-) T IH3 V IH4 «<- <-,0)r) T.DX) IY 
•,0>,-) (P R,PR (R,0» UW4 («- (-,0),-) (0,0) R AEB! M 
•,0>,-> <P R.PR (R,0» UW4 (<- (-,0),-) (G,0) R AE2! (M IH5fMl) NX 
,0),-) (P R.PR <R,()» OW (<- (-,0),-) (0,0) R AEB! M (Z{4},(Z,0) S) 
,0),-) (P R,PR <R,0» AO! («- (-,0),-) (G,0) R EHO S (HH,0) 
,0),-) (P R,PR <R,()» UW! F (HH,0> 
,0),-) (P R,PR <R,0» UW F S (HH,0) 
,0V) (P R,PR <R,0» AO <- (-,0),-) (P,0) ER' {<<- (-,0),-) T,DX) IY (Z[4},(Z,0) S) 
,0>,~) (P R,PR <R,0» OW ((<- (-.0),-) T,DX) OW <<- (-,0),-) (K,0) AO EL 
,0),-) (P R.PR (R,0» OW ((«- (-,0),-) T.DX) OW! («- (-,0),-) (K,0> AO EL (Z[4},(Z,0) S) 
•f0>,-) (P R,PR <R,0» UW2! V ER2 
,0),-) (P R,PR (R,0» UW! V IHB NX 
S (AYL,0) AYC! (AYR.O) <«- (-,0),-) (K,0) AO (L,EL3) UH4 <«- (-,0),-) SH IY 

PHOTOGRAMMEVRY 
PHRASE (-,0) 
PHRASES (-,0) 
PHYSICIANS (-,0) 
PICTURE ( 
PIECE ( 
PINGLE ( 
PLANES (-
PLANNER-LIKE <• 
PLANNING (< 
PLANS 0 
PLAYING <« 
PLEASE <« 
POKER (< 
POLYHEDRA (< 
PREDICATE (< 
PREFERENTIAL (< 
PRESENT (< 
PRICE (• 
PRICE'S (. 
PRIMITIVES <<- ( 
PRINT <«- ( 
PRINTED <«- ( 
PRINTING <«- ( 
PROBLEM («- ( 
PROBLEMS ( 4 - ( • 
PROCEDURAL ( 4 - ( • 
PROCEDURES ( 
PROCEEDING ( 
PROCEEDINGS ( 
PROCESSES ( 
PROCESSING ( 
PRODUCE (<- (-
PRODUCED (f- ( 
PRODUCTION (<> ( 
PRODUCTIVITY ( 
PROGRAM (#- ( 
PROGRAMMING ( 
PROGRAMS (<- (-
PROGRESS (<- ( 
PROOF <«- ( 
PROOFS ( 4 - ( 
PROPERTIES (- (•-
PROTOCOL (- (> 
PROTOCOLS (<- (-
PROVER <«- (-
PROVING (<- (-
PSYCHOLOGY (~,0) 
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PUBLISH (<- (-,0),-) <P,(» (UH2.A0) <-,0>,-{4}) (B,0> L IH4! SH (HH,0> 
PUBLISHED (<_ (..,0),-) (P,()> <UH2,A0) <<- <-,0),-{4}) (B,0) L IH4! SH - (D,0) 
PUBLISHER (<_ (_f0),-) (P,0> <UH2,A0) <<- <-,0),-{4}) (B,0) L IH2! SH ER 
PUBLISHERS («_ (_ f0>,-) (P,0) <UH2,A0) <<- <-,0),-{4;) (B,0) L IH2! SH ER (Z[4},(Z,0) S) 
PURPOSE (<- (.,0),-) (P,0> ER2' (<- (-,0),-) P UH4 S (HH,0> 
PUTNAM ( 4 . (-.0),-) P AA! (-,0),-) N UH4 M 
QUERIES (_ <_,o),-) WH IY3 (ER <R,0,\R) IY2! (Z(4},(Z,0) S) 
QUESTION (<_ (-,0),-) V^H EH3« S (-,0) SH IHB N 
QUIT (> <-,0),-> V/H IH! <-,0>,-{4}) <T,0),DX) 
QUOTE (<_ <-,0),-> WH OW! «.- <- f0) f-{4}> <T,0),DX) 
QUOTED (<_ (-,0),-) WH OW! ««- (-,0),-) T,DX) IX <«- (-,0),-) (D,0) 
RADIO (-,0) R (EYL,0> EYC! (EYR,0> <(<- (-,0),-) D,DX) IY OW 
RAJ (-,0) R AO! ZH 
RALSTON (-,0) R AO EL2! S - T UH (N,DX) 
RANAN (-,0) R AA! N AA2 (N,DX) 
RAPHAEL (-,0) R AE4! F IY2 EL3 
RAYMOND (-,0) R (EYL.O) EYC< (EVR.O) M UH N (<- <-,0) r) (0,0) 
REAL-WORLD (-,0) R IY2 EL (-,0) W ER2! EL (<- (-,0),-) (0,0) 
REASONING (-,0) R IY! <Z[4} t(Z,0) S) <1H6,0> N (IH3,IY) NX 
RECENT (-,0) R IY2! S (IHB N,EN) (-,0),->4}) (T,0),DX) 
RECENTLY (-,0) R IY2! S (IHG N,EN) «.- (-,0),-(4}) <T,0),DX) L IY 
RECOGNITION (-,0) R EH3! («- (~,0),-) (K,0) IX («- (-,0),-) N IH3 SH IH5 N 
REDDY (-,0) RJ, 15] EH2! «f- (-,0),-) (D,0),DX) IY 
REDUCTION (-,0) R IY2 «.- (-,0),-) D,DX) AA2! («- (-,0),-) SH IH5 N 
REED (-,0) R IY {<•• (-,0),-) (0,0) 
REEER (-,0) (R,0> IY2! (-,0) F ER 
REFERENCE (-,0) R EH3! (-,0) F ER N S (HH,0) 
REFERENCED (-,0) R EH3! (-,0) F ER N S -(4} (T,0) 
REFERENCES (-,0) R EH3! (-,0) F ER N S IHG <Z{4},(Z t0) S) 
REFERRED (-,0) R IY2! (-,0) F ER <<- <-,0),-) (0,0) 
REFERRING (-,0) R IY2! (-,0) F ER <IH3,IY,0) NX 
REGARDING (-,0) R IY2! (<- (-,0),-) (G,0) AA2 ER (0X,0) IHB NX 
REGION (-,0) R IY! (<- (-,0),-) SH{,8} IHB N 
REGULARLY (-,0) R EH! (<- (-,0),-) (G,0) <Y,0) UW (EL,L) ER L IY 
REITER (-,0) R IH2 ««- (-,0),-) T,DX) ER 
RELATE (-,0) R (IH3.IY2) L (EYL,0) EYC EYR! « - <-,0),-{4}) (T,0),DX) 
RELATED (-,0) R (1H3.IY2) L (EYL,0) EYC EYR! « - (-,0),-) T,DX) (IH3JX) <<- (- ,0),-) (D,DH,0) 
RELATES (-,0) R (IH3.IY2) L (EYL,0) EYC EYR! («- (-.0),-) S (HH,0) 
RELATIONAL (-.0) R IY L (EYL.O) EYC! (EYR.O) SH N EL 
RELEASED (-,0) R (IH3.IY2) L IY! S -(4} (T,0) 
REPORT (-,0) R IH3 <«- (-,0),-) P AA4! ER ««- <-,0) f-{4}) (T,0),DX) 
REPORTER (-,0) R IH3 <- (-,0),-) P AA4! ER ««- <~,0),-) T.DX) ER 
REPORTERS (-,0) R (IH3JY2) <- <-,()>,-) P OW! ER2 <(<- (-,0),-) T.DX) ER <Z{4},(Z,0) S) 
REPORTS (-.0) R (IH3.JY2) (-,0),-) P OW! (R,ER2) (*- (-,0),-) S <HH,0> 
REPRESENTATION (-,0) R EH3 <«- (-,0),-) (P R,PR (R,0» IH2! (Z{4},(Z,0) S) IH4 N (<- (-,0),-) T (EYL,0> EYC <EVR,0> SH IHB N 
REPRESENTING (-,0) R EH3 <«- <-.,0),-) (P R,PR (R,0)) IH2! (Z{4},(Z,0) S) EH2 N «<- < - , 0 ) r ) T.DX) (IH3JY) NX 
REQUEST (-.0) R (1H3,IY2) <f- (-,0),-) (K,0) OW AE S -{4} (T,0> 
RESEARCH (-,0) R IY S ER! <<- <-,0>,-)SH(,10} 
RESOLUTION (-,0) R IHG! (Z(4} I(Z,0) S) UH2 <EL,l.) 0W2 SH IHB N 
RESOURCE (-.0) R IY S UW4! ER S (HH.O) 
RESPONSES (-,0) R (1H3.JY2) S - (P,0) AA! N S (-.IX) <Z(4}f(Z,0) S) 
RESTRICT (-,0) R (1H3,IY2) S (-,0) (DR (R,0),T R) IH2! «<- <-,0),-{4}> 0\0),DX) 
RETRIEVAL (-,0) (R (IH3,IY2),ER3) (<- (-,0>,-,0> <SH{fIO},0R> <R,0> IY2! V UW EL 
RETRIEVE <-,0) R (IH3JY2) <- (-.0),-) (SH{,IOJ,T) R IY! V (F,0) 
REV1EV/S (-.0) R (lH3 rIY2) <-,V> <f\0> IY UW <Z{45,(Z,0> S) 
RHOMBERG (-,0) R AA M (<- (~,0),-{4D (B,0) ER2 <«- (-,0),-) (G,0) 
RICH (-,0) R IH3! (<- (-,0),-) SHJ,10) 
RICHARD (-,0) R IH2! <«- <-t0>,-> SHj.lO} ER <«- (-.0),-) (D,0) 

58 



Dictionar y 

RICK (-,0) R IH! (<- <-,0>,-(4}) (K,0) 
RIEGER (-,0) R IY2! <«- (~,0),~,0) <G,0) ER 
RIESBECK (-,0) R IY S - <B,0> EH4 <<- <-,0),-{4}) <K,0> 
RISEMAN (-.0) R (AYL.O) AYC! (AYR,0> <Z[4},(Z,0) S) M EH2 <N,DX) 
ROBERT (-,0) R AO! («- (-,0>,-{4}> (B,0> ER <(<- (-,0),-J4}) <T,0>,DX) 
ROBOT (-,0) R OW <«- <-t0>,-{4}> (B,0> AO! <-,0>,-[4}> (T,0>,DX> 
ROBOTIC (-,0) R OW («- (~,0),-(4}) <B,0> AO! ««- <-,0> r) T,DX) IH3 <«- <-,0>,-{4}) (K,0> 
ROBOTICS (-,0) R OW <«- (-,0),-{4}) <B,0) AO! ««- (-.0),-) T.DX) IH3 <<- (-,0),-) S (HH,0) 
ROBOTS (-,0) R OW <«- (-,0),-{45) (B,0) AA (.- (-,0),-) S (HH,0) 
ROCHESTER (-,0) R AA! <«- (-,0),-) SH{,10} EH4 S - DR ER 
ROGER (-,0) R AO! («- (-,0),-) SH{,10] ER 
RON (-,0) R AA! (N,DX) 
ROSENFELD <-,C» R OW! <0W3,0> <Z{4},(Z f0) S) IH6 N (-,0) F EH4 EL (-,0),-) <D,DH,0) 
RUBIN (-,0) R UW! <«- <- f0),-{4» (B,0) IH (N,DX) 
RULE (-,0) R UW2! EL 
RULES (-,0) R UW4! EL (Z!4},<Z,0) S) 
RUMEl.HART (-,0) R AA M EL2 <HH,0) AA3 ER <*- (-,0),-) (T,0) 
RUTGERS (-,0) R AA5 <<- <-,0> r) (G,0> ER! (Z(4},(Z,0) S) 
RYCHENER (-,0) R IH <«- (-,0),-) N ER 
S-L-GRAPHS (-,0) EH2 S AH2 EL! (<- (-,0),-) (G,0) R AE F S (HH,0> 
SACERDOT1 (-.0) S AE S ER ((<- (~,0>r) (D,0),DX) AO ««- (-,0),-) T,DX) IY 
SAMMEV (-,0) S AEB M EH4 <<- (-,0),-) (T,0) 
SANDEWALL (-,0) S AE4! N ( . . f 0) r ) (0,0) W EL2 
SATISFACTION (-,0) S AE <T,DX) IX S F AE («- (-,0),-) SH IHB N 
SAY (-,0) S (EYL.O) EYC! (EYR,0> 
SCENE (-,0) S IY' (N,DX) 
SCHANK (-,0) SH AEB! NX <<- <-,0),-,0) (K,0> 
SCIENCE (-,0) S (AYL.O) AYC! (AYR,0) IHB N S (HH,0) 
SCOTT (-,0) S - (K,0) AA3! ((<- (-,0),-{4}) (T,0),DX> 
SEARCH (-,0) S ER <<- (-.0),-) SH (HH,0> 
SEE (-,0) S IY' 
SEEK (-,0) S (IYMX!) <<- (-,0),-{4}) (K,0) 
SEEKING (-,0) S (]Y,IX!) <«- <-,0),-) (K,0> (IH3,IY) NX 
SEGMENTATION (-.0) S EH2 <«- (-,0),-) (G,0) M UH4! N («- (-,0),-) T (EYL,0) EYC (EYR,0) SH IHB N 
SELECT (-,0) S (AX.IX) L EH! ««- <-,0),-{4}) (T,0),DX) 
SELTZER (-,0) S EH EL2! (<- (-,0),-) S ER 
SEMANTIC <-,0) S IHG! M AEB N «*- (-,0),-) T,DX) IH3 <<- <-,0),-{4}) (K,0) 
SEMANTICS (-,0) S IHG! M AEB N (-,0),-) T,DX) IH3 <«- (-,0),-) S (HH,0) 
SENSE (-,0) S EH N S <HH,0) 
SENTENCE (-,0) S (EH2 <<- (-,0),-) EN,(EH2 N,EN) <*- (-,0>,-,0) T EH2 N) S! (HH,0) 
SENTENCES (-,0) S (EH2 <«- <~,0),-) EN,(EH2 N,EN) (<- <~,0),-,0) T EH2 N) S! IH6 (Z{4},(Z,0) S) 
SEPTEMBER (-,0) S EH! (<- (-,0),-) T EH M (<- <-,0),-{4}) (B,0) ER 
SERIAL (-,0) S IH2 ER IY2! AH EL 
SESSION (-,0) S (AH2,EH) (-,0) SH! IHB N 
SESSIONS (-,0) S <AH2,EH> (-,0) SH' IHB N (Z{4},(Z,0) S) 
SEVEN (-,0) S AH2 V! UH4 <N,DX) 
SEVENTEEN (-,0) S (AH2.EH) V! ((IH5.EH2) N,EN) « 4 - (-.0),-) T.DX) IY (N,OX) 
SEVENTY (-,0) S (AH2.EH) V! «IH5,EH2> N,EN) <(<- (-,0),-) T.DX.O) IY 
SEVERAL (-.0) S EH2 V! R EL 
SEVMOUR (-.0) S IY M! OW F.R2 
SHAPE (-,0) SH (EYL.O) EYC! (EYR.O) <<- (~,0),~) (P,0) 
SHAW (-,0) SH AO' 
SHE (-,0) SH IY'. 
SHOOTING (-,0) SH UW3' «<- (-,0>,0) T,DX) (IH3,IY) NX 
SHORTL1FFE (-,0) SH AA4 ER2 (<- (-,0),-) (T,0) L IH7 F (HH.O) 
SHOULD (-,0) SH (IH3,0) UHO! ((.- (-.0),-) (D,0),DX) 
SHOW (-,0) SH AAB! (OW,0> 
S1GART (-.0) S IH3' <<- (-,0),-) <G,0) AA3 (R.ER) ((.- <- f0),-{4}) (T,0),DX) 
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Dictionary 

SIKLOSSY (-,0) S IH2 <«- <-,0) r) (K,0> L AA2! S IY 
SIMON (-,0) S (AYL,0) AYC! (AYR,0> M (UH2JH3) (N.DX) 
SIMULATION (-,0) S IH3 M Y UH! L (EYL.O) EYC! (EYR.O) SH (IH5 N,EN) 
SIMULTANEOUS (-,0) S (AVL,0> AYC! (AYR,0> M EL3 <<- <-,0),-) T (EYLO) EYC (EYR.O) N IY IH3 S 
SIMULTANEOUSLY(-,0> S (AYL,0> AYC! (AYR,0> M EL3 <<- (-.0),-) T (EYL,0> EYC (EYR,0) N IY IH3 S 
SINCE (-,0) S (IH3,IH6) N! S (HHfO) 
SIX (-,0) S IH3! (<r (-,0),-) S (HH(0> 
SIXTEEN (-,0) S IH! (<- (-.0),-) S - T IY (N.DX) 
SIXTY (-,0) S IH! (<- (-,0),-) S - T IY 
SIZE (-,0) S! (AYL,0) AYC <AYR,0> <Z{4},(Z,0) S) 
SLAGLE (-,0) S L (EYL.O) EYC (EYR,0) <<- <-,0> r) (G,0> EL 
SLOW (-,0) S L OW! 
SMC (-.0) EH4 S EH2! M S IY 
SMITH (-,0) S M IH3! TH (HH.O) 
SNARING (-,0) S N (EYL,0) EYC! (EYR.O) ER (IH3.IY) NX 
SO (-,0) S 0W3! 
SOBEL (-.0) S 0W3! («- (-,0),-{4}) <B,0> EL 
SOFTWARE (-,0) S AO! F (-.0) (T,0) V/ ER2 
SOLOWAY (-,0) S AO EL3 UW2 W (EYL,0) EYC! (EYR,0) 
SOLUTIONS (-,0) S OW L! UW SH IHB N (Z{4},(Z,0) S) 
SOLVING (-,0) S AA! EL2 V IHB NX 
SOME (-,0) S AA! M 
SOMETHING (-.0) S AA! M TH (IH3.IY) NX 
SOMEWHERE (-.0) S AA! M W EH3 ER 
SORT (-,0) S UW4! ER M ) , - { 4 } ) (T,0),DX) 
SORTS (-,0) S UW4! ER <<- (-.0),-) S (HH.O) 
SOURCES (-,0) S UW4 ER S IH4! (Z{4},(Z,0) S) 
SPACE (-.0) S - (P,0) (EYL,0) EYC! <EYR,0> S (HH,0) 
SPANNING (-,0) 5 - (P,0) AEB <N,DX) (IH3,IY) NX 
SPEECH (-,0) S - (P,0) IY! <<- <~,0),-) SH (HH,0) 
SPEED (-,0) S - (P,0) IY! (<- (-,0),-) (0,0) 
SPROULL (-,0) S - (P R,PR <R,<)» AO EL3 
SRI (-,0) EH4 S AA2 ER2 <AYL,0) AYC! (AYR,0) 
STANFORD (-,0) S - T AEB N F ER (<- (-,0),-) (0,0) 
STATE (-,0) S - T (EYL,0) EYC! (EYR.O) <(«- (~,0>,-{4}) <T,0),DX> 
STEREO (-,0) S - T IH3! ER IY2 OW 
STEVE (-,0) S - T IY! V (F,0) 
STOCHASTIC (-,0) S - T IH3 (<- (-.0),-) <K,0) AE4! S - T IH3 («- (~,0),-{4}) (K,0) 
STOCK (-,0) S - T AO! («- (-,0),-(4}) (K,0> 
STOP (-,0) S - T AA! («- (-,0),-) (P,0) 
STORAGE (-,0) S - T UW4! ER IH2 <<- <~,0),-,0) (ZH (SH,0), SH) 
STORED (-,0) S - T (AA4,A0) ER! («- (-,0),-) (0,0) 
STORIES (-,0) S - T (AA4,A0) ER' IY <Z{4},(Z,0) S) 
STORY (-,0) S - T AO! ER IY 
STRUCTURE (-,0) S - DR R EH3 <«- (-,0),-) SH{,8} ER 
STRUCTURED (-,0) S - DR R EH3! <<- (-,0),-) SH[,8} ER <«- (-,0),-) <D,DH,0> 
STRUCTURES (-,0) S - DR R EH3! <«- (-,0),-) SHJ.8} ER (Z{4},(Z,0) S) 
STUDIES (-,0) S - T UH4! ««- (-,0),-) D.DX) IY (Z{4J,(Z,0) S) 
SUBJECT (-.0) S AA' («- (-.0),-) SH IH3 ((<- <-,0>,-{4}> <T,0),DX) 
SUBJECTS (-,0) S AA' <«- (-,0),-) SH IH3 (.- (-,0),-) S (HH,0) 
SUBPROBLEMS (-,0) S UH2 <«- (-.0),-) (P R,PR <R,0» AO! (<- (- f0),-{4}) (B,0) EL2 M (Z[4},(Z,0) S) 
SUBSELEOT (-,0) S AA' <«- (- l0),-{4}) (B,0) S AX EL EH <(«- <~,0),-{4}) (T,0),DX) 
SUBSYSTEM (-,0) S UH2 ( 4 - <-,0),-{4}) (B,0) S IH4! S - T (IHG M,EM> 
SUMEX (-.0) S UH2! M EH2 (f- (-,0),-) S (HH,0) 
SUMMARIES (-,0) S UH4! M R IY2 (Z[4},(Z,0) S) 
SUMMARY (-,0) S UH4! M R IY2 
SUNG (-,0) S UH4! NX 
SUNSHINE (-,0) S UH2 N SH <AYL,0> AYC! (AYR,0) (N,DX) 
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Dictionary 

SURG (-,0) SH ER! 
SURNOTES (-.0) S (1H,0) ER N 0W2! OW <«- (-,0),-) S <HH,0) 
SURVEY (-,0) S ER V (EYL.O) EYC! (EYR,0) 
SURVEYS (-,0) S ER V (EYL,0> EYC! (EYRfO) <Z(4},(Z,0) S) 
SUSSEX (-,0) S UH2! S 1H3 (<- (-,0),-) S 
SUZUKI (-,0) S IH4 (Z(4},(Z,0> S) UW3! (<- (-.0),-) (K,0) IY 
SYKES (-,0) S (AYL.O) AYC! (AYR,0) <4- (-,0),-) S (HH,0> 
SYMBOL (-,0) S IH5 M! {<- ( - ,0) r ,B> (B,0> EL2 
SYNCHRONIZATION (-f0> S IH3 N (.- (-,0),-) K! ER N IH4 <Z[4},(Z,0) S) (EYL,0) EYC <EYR,0> SH (IH5 N,EN) 
SYNTACTIC 
SYNTAX 
SYNTHESIS 
SYNTHESIZER 
SYSTEM 
SYSTEMS 
TAKE 
TALES 
TASK 
TECH-II 
TECHNICAL 
TECHNIQUES 
TECHNOLOGY 
TED 
TELEOLOGICAL 
TELl 
TEMPORAL 
TEN 
TERMINAL 
TERMINALS 
TERMINATE 
TERMINATION 
TERRY 
TEXT 
TEXTURE 
THANK 
THANKS 
THAT 

(-,0) S IH3 N (<- (~,0>r) T AE! (-,0),-) T IH3 K 
(-,0) S IH3 N ««- <~,0),-) T.DX) AE! (<- (-,0),-) S <HH,0> 
(-,0) S IHG N TH IHG! S 1H4 S (HH,0) 
(-,0) S IH5 N TH IHG S (AYL,0) AYC! (AYR,0) <Z{4},(Z,0) S) ER 
(-,0) S IH4! S - T (IHG M,EM) 
(-,0) S IH4» 5 - T IHG M (Z(4},(Z,0) S) 
<(«. (-,0),-) T.DX) <EYL,0) EYC EYR! (<- (- f0),-{4}) (K,0) 
((<_ (~,0>,-) T.DX) (AE,EYL EYC EYR) L (Z{4},(Z,0) S) 
««. (-,0),-) T,DX> AE S - (K,0) 
((<_ (-,0),-) T,DX) EH! (<- (-,0),-) T (IH2.0) UW3 
((<_ (-.0),-) T.DX) EH («- (-,0),-) <K,(» N IH (<- (-,0),-) (K,0> EL 
<(«. (-.0),-) T.DX) EH ( 4 - (-,0),-) (K,0) N IY <«- (-,0),-) S <HH,0> 
««_ <-,()),-) T.DX) EH3 («- (-,0),-) N AA EL3! UH4 ( 4 - (-,0),-) SH|,8} IY 
((«- <-,()),-) T.DX) EH! (<-- (-,0),-) (0,0) 

(-,0),-) SH{,85 IH3 (*- (-,0),-) (G,K) EL2 ((<_ (-.0).-) T.DX) IY?. EL3 IH2 EL3! AO («, 
((<_ <-,0>,~) T.DX) <AA3,0) El ' 
«<_ (-,()),-) T.DX) EH! M (-.0),~,0) (P R,PR (R,0)) 0W4 EL2 
««- <-,()),-) T.DX) EH! (N.DX) 
( 4 - (-,0),-) DR ER2 M! (IH5.UH2) N EL2 
( ( 4 - (-,0),-) T.DX) ER2 M! JHB N EL2 (-,0) <Z(4},(Z,0) S) 
«<- <-,0) r) T,DX) ER M IHB N (EYL.O) EYC (EYR.O) ( ( 4 - (-,0>,-{4}) (T,0),DX) 
((«. (-,0),-) T.DX) ER M IHB N (EYL.O) EYC! (EYR.O) SH IHB N 
( ( 4 - (-,0),-) T.DX) AE2! (ER,R) IY2 
((*- (-,0),-) T.DX) EH! (<- (-,0),-) S -{4} (T,0) 
((<_ (-,0),-) T,DX) EH' (- (--,0),-) S (-.0) SH{, l l j ER 
(-.0) TH (AE.AEB) NX! (^ (-,0) f-{4}) (K,0) 
(-.0) TH (AErAE5) NX) (<- (--,0),-) S (HH,0) 
(-,0) (Ti-U)H) AE! ««- <-,0),-{4}) (T,0),DX) 

THAUMATURGIST (-,0) TH AA M UH4 ( 4 - (-.0),-) T ER ( 4 - (-.0),-) SH;,8} IH3 S - (0,T) 
THE (-,0) <C)H,TH) <JYUIHMH6'[2}.AH!(1,4}) 
THEIR (-,0) (TH,DH) AH2! ER 
THEM (-,0) (DHJH) EH4! M 
THEOREM (-,0) TH IH3! ER (IH M,EM) 
THEORY (-,0) (DHJH) 1H2' (ER,R) IY? 
THERE (-,0) <TH.DH{,13}) (EH3,AH2,0) ER!{2} 
THESE (-,0) (DHJH) IY! (Z{4i,(Z,0) S) 
THEY (-,0) DH (EYL.O) EYC! (EYR,0) 
THIRTEEN (-,0) TH IH' R <(<- (-,0),-) T,DX) IY (N.DX) 
THIRTY (-,0) TH IH! R ( ( 4 - (-,0),-) T.DX) IY 
THIS (-,0) (DHJH) 1H4! S <HH,0) 
THOMAS ((#- (-,0),-) T,DX) AA M IHG S (HH,0) 
THORNDYKE (-.0) TH AO ER2' N ( ( 4 - (-,0),-) D,DX) (AYL,0) AYC! (AYR.O) 
THOSE (-,0) (DHJH) <AA2,C» OW (Z{4} f(Z,0) S) 
THOUGHT (-.0) TH AO' <-,0),-{4;.) (T,0),DX) 
THREE (-,0) TH R IY' 
THROUGH (-,0) TH R UW! 
TILL ( ( 4 - (-,0),-) T,DX) IH7! EL3 
TIME ( ( 4 - (-.0),-) T,DX) <AYLfO) AYC! (AYR,0) M 
TIMES ( ( 4 - (-,0),-) T.DX) (AYL,0) AYC <AYR,0> M! (Z{4},(Z,0) S) 

<-,0),-{4}) (K,0) 
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A p p e n d i x I I I - C - 1 . A I R e t r i e v a l Language G r a m m a r : A I X F 

<$UTT£KANCE>::. [ <$SEIVTENCE1> ] 
<$A> » THE 

A 
AN 

<$ACQUJRE> HAVE 
SEC 
KNOW 
GET 

<$AFF11IAT]0N>::. <ADDRC5S/$> 
<AFFILIAT10N/S> 

<ADDRCSS/S> = ADDRESSES 
ADDRESS 

<AFRLIAT10N/S>.-:* AFFILIATIONS 
AFFILIATION 

<$AI> .= AI 
ARTIFICIAL INTELLIGENCE 

<$ALSO> - ALSO 
IN ADDITION 

<$ALSO!ME(fFIOf\!!TOPICS> - <$MKWTION> <$TOPICS> 
<$MFWTION> <STOPICS> <$ALSO> 
<$ALSO> <SMFWTION> <STOPICS> 

<$MENT.IOM> = CITE 
REFER TO 
<$BE> <$RE1> 
<DISCUSS/S> 
CONCERN 
CONTAIN THE PHRASE 
DESCRIBE 
RELATE TO 
<$HAVE> <$MFNTIONEDgHAVE> 
CONSIDER 
<MEWTJON/S> 

<$TOPICS>.-.- <STOPIC> 
<$TOPIC> <$CONJUNCTION> <$TOPIC> 

<$ALWAYS>:-.r ALV/AVS 
USUALLV 
REGULARLY 

<$ANY!^ODATf!PlECES>::r <gPJECKSl> 
<SSOMKTH)NO> 
<$SOME!> <$PIECESl> 

<$PIECKS1><STORV/5> 
<ART1CLE/S> 
<BOOK/S> 
<PAPFR/S> 
< a b s t r a c t / s > 
< p r o c i : c o i n g / s > 
<REPORT/S> 
<ISSUE/S> 
<JOURNAL/S> 
NOTES 
<REV1EW/S> 
<VOLUME/$> 
PIECE 
<SURVEY/S> 
<SUMMARY/S> 
TECHNICAL PAPERS 
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AIXF 

<$PIECES1 ?.>••••. <STORY/S 2> 
<ART1C(_E/S 2> 
<BOOK/S 2> 
<PAPER/S 2> 
<ABSTRACT/S 2> 
<PROCEEDING/S 2> 
<REPORT/S 2> 
<ISSUE/S 2> 
<JOURNAL/S 2> 
NOTES 
<REV1EW/S 2> 
<VOLUME/S 2> 
PIECE 
<SURVEY/S 2> 
<SUMMARY/S 2> 
TECHNICAL PAPERS 

<$SOMETHING>::- ANYTHING 
SOMETHING 
EVERYTHING 

<SSOME!>: - <£A> 
<$SOME> 

<SANY!PIECES> . r <gPIECES> 
<$S0MF!P1ECES> 
<$SOMEl> OF THE <$PIECES> 
<$SOMETHING> <$REGENT> 

< $ P J E C E S > < S P J E C E S 1 > 
<$DATF> <$PJECES1> 
<$PIECES1> <$WHEN!l)ATE> 
<$PJECES1> <$WR1TTEN1> <$WHEN!()ATE> 
<$RECENT> <$PJECES1> 

<SSOMK!PIF.CKS>::r <£SOMETHING> 
<$A> <SPIECES> 
<$SOMKl> <$THAT!P1ECE4> 
<$SOMEl> <$PJECES> 

< $ S O M E l > - ALL 
MANY 
ANY 
ANY MORE 
MORE 
SOME 
ANOTHER 
SOME MORE 

<$RECENT> = LATEST 
RECENT 
NEW 
CURRENT 

<$ANY!SOURCE!PIECES>.-:* <$SOURCE!PlECES> 
<$SOME!> <$SOURCE!PIECES> 
<$SOME!> <$RECENT> <$SOURCE!PlECESfrRECENT> 
<SSOME> <$PIECES> <$FROM> <$SOURCE> 
<$RFCENT> <$SOURCE!PIECES^RECENT> 
<$PIFCES> <$FROM> <$SOURCE> 

<$SOURCE!PIECES>::- <$CONFEREIvCE> 
<$SOURCE> <$PIECES1 2> 
<PRGCEKDING/S> <$FROM> <$A> <$CONFERENCE> 
<$CONFEREKCE> <*PIECES1 2> 
<$PIECES> <$FROM> <$SOURCE> 

<JSOURCE!PIECES^RECENT>::- <$CONFEKEUCE> 
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<$SOURCE> <$PJECES1 2> 
<PROCi:i:i)ING/S> <$FROM> <$A> <$CONFEHENCE> 
<$CONFERENCE> <$PIECESl 2> 

<$ARTlCLE!rJTLE>::* HUMAN PROBLEM SOLVING 
THOUGHT AND LANGUAGE 

<$ASK>- ASK 
REQUEST 
DEMAND 
SAY 

<$AUTHORS>:.-« <$AUTH0RS1> 
<$AUTHORSl> <$CONJUNCTION> <$AUTHORSl> 

<$AUTHORSl> - REDDY 
DREYFUS 
ANN RUBIN 
ANTHONY MARTELLI 
BERNARD MELTZER 
BERT RAPHAEL 
BONNIE NAGH-WEBBER 
CHRISTOPHER RIESBECK 
CHUCK RIEGER 
DAVE RUMEl.HART 
DAVID MARR 
D A V I D MICHIE 
DICK SELTZER 
DONALD NORMAN 
DOUG LF.NAT 
DREY/ MCDFRMOTT 
EARL HUNT 
EARL S ACE ROOT I 
ED R1SEMAN 
ELLIOT SOLOWAY 
ERIK SANDEWALL 
EUGENE CHARNIAK 
GARY HENDR1X 
GEORGE ERNST 
HERBERT BLOCK 
HILARY PUTNAM 
HUGH NAGEt. 
IRV SOB EL 
JACK MINKER 
JACK MOSTOW 
JAMES SLAGLE 
JEAN SAMMEV 
JEFFREY HUMAN 
JOHN GASCHNIG 
JOHN MCCARTHY 
JOHN NEWCOMER 
JOSEPH WEiZENBAUM 
JUDEA PEARL 
KARL PINGLE 
KEITH PRICE 
KEN RALSTON 
KING SUNG FU 
LAURENT SIKLOSSY 
LINDA MA5INTER 
LES EARNEST 
MADELINE BATES 
MARY NEWBORN 



A I X F 

MARY SHAW 
MIKE RVCHKNER 
MITCHELL IVEWEY 
NORI SUZUKI 
PAMELA MCCORDUCK 
PAT WINSTON 
PERRY THORNDYKE 
PETER KUGEL 
RANAN BANERJJ 
RAYMOND SPROULL 
RICH FIKES 
RICH SMITH 
RICHARD M1CHALSKI 
RICHARD V/ALDINGER 
ROBERT REITER 
ROGER SCHANK 
RON OHLANDER 
SCOTT FAHLMAN 
SEYMOUR PAPERT 
STEVE REED 
STEVE COLES 
STEVE ZUCKER 
TED SHORTLIFFE 
THOMAS MARSLAND 
THOMAS SYKES 
VIC LESSER 
WALLY RHOMBERG 
WOODY BLEDSOE 
YORICK WILKS 
ZOHAR MANNA 
SIMON 
NEWELL 
WOODS 
HOLLAND 
ROSENFELO 
FEIGENBAUM 
FELOMAN 
N1LSSON 
UHR 
Wl NOGRAD 
M1NSKV 
ALLEN COLLINS 
ALLEN NEWELL 
AZR1EL ROSENFELO 
BILL WOODS 
BRUCE BUCHANAN 
CARL HEWITT 
DANNY BOBROW 
ED FEIGENBAUM 
GIPS 
HANS BERLINER 
HARRY BARROW 
HERB SIMON 
I5SAC A5IMOV 
JERRY FELOMAN 
JOHN HOLLAND 
KEN COLBY 
LEE ERMAN 
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AIXF 

LEONARD UHR 
MARVIN M1NSKY 
MICHAEL ARBIB 
NILS WESSON 
RAJ REDDY 
RICK HAYES-ROTH 
TERRY WINQGRAD 

<$CONJUNCTION>:.- AND 
NOT 
OR 
BUT NOT 
AND NOT 
OR NOT 

<$AUTH0RS![)A1E> - <AUTH0R/S> AND <0ATE/S> 
<DATE/S> AND <AUTHOR/S> 

<AUTHOR/S>:- AUTHORS 
AUTHOR 

<DATE/$>- DATES 
DATE 

<$BE><GBE1> 
<$HAVE> BEEN 

<£BE1> - <$BE[PRES]> 
<$BE[PA$T]> 

<$HAVE; - HAVE 
HAS 

<HAPPEF7S> - HAPPEN 
<$BE!>:i <$nE> 

<$BE1> NOT 
ISN'T 
AREN'T 
WASN'T 
WEREN'T 

<$BE!TOPICS«MEWTIONED>::r <$HAVE!> <$TOPICS> BEEN <$MENTIONED[PP]> <$SOMEWHERE> 
<$BE!;. <$TOPICS> <$MENTIONED[PP]> 
<$HAVE!> <$TOPICS> BEEN <£MENTIONED[PP]> 
<$DO«> <$TOPICS> GET <$MENTIONED[PP)> <$SOMEWHERE> 
<GOO!> <$TOPICS> GET <$ME!vTJ0NE0[PP]> 

<$HAVE!>t <$HAVE> 
HAVEN'T 
<SHAVE> NOT 
HASN'T 

<$MENTIGWrO[PP]>::. <$CITED> 
DISCUSSED 
MENTIONED 
CONSIDERED 
<SWR)TTEN> ABOUT 

<$SOMEWHERC>..- IN <JANY!PIECES> 
SOMEWHERE 
ANYWHERE 
AT ALL 

<$SOMEWHFRE ?> •* IN <£ANY!P{ECES> 
SOMEWHERE 
ANYWHERE 
AT ALL 

<$DO!>.-:- <$DO> 
<$DON'T> 

<$BE[PREG]>::. IS 
ARE 
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<$BE[PAG7J>:.-r WAS 
WERE 

<$BE[THERE ]>:=• <$BE!> 
<$D0!> <$HEARSAY> HAVE 
<SBE!THERE> 

<$HEARSAY>:» YOU 
THE DATA BANK 
THE DATA BASE 
HEARSAY 
THE SYSTEM 

<$BE!THERE> :«< <gBE!> THERE 
<$HAVE!> THERE BEEN 

<$BE[THERF;}!ANY!PIECES><&BE[THERH)> <$ANY!PIECES> 
DO YOU HAPPEN TO HAVE <$ANY»PIECES> 
<$HOW!MANY!PIECES2> ARE THERE 

<$HOW!MANY!P!ECES2>:*- <$HOW!MANY> 
<$HOV/!MANY> <$PIEqES> 

<$CHESS> = CHESS 
GAME PLAYING 

<$CHOOSE> : : r GET 
CHOOSE 
SELECT 
SUBSELECT 
RETRIEVE 

<$CITE>::- <CJTE/S> 
REFERENCE 
QUOTE 
REFER TO 
<$HAVE> <$CITED> 

<CITE/S>.-:« CITES 
CITE 

<$CITED>~.w CITED 
QUOTED 
REFERENCED 
REFERRED TO 

<$COMMAND>;:r TRY TO GET <$WHAT> 
<JWHAT>::- <$WHAT2> 

<$WHAT2> <$CONJUNCTION> <$WHATi> 
<$CONFEREIvCE3>::.» <$A> <£CONFERENCE> 

<$CONFERENCE> 
<SCONFERENCE>: * <$CONFERENCEl> 

<$CONFERENCEl> <$CONFERENCE2> 
<$CONFERENCEl>:- IJCAI 

ACM 
IEEE 
IFIP 

<$CONFERE NC E 2 :»::*< M E E V1NG/S > 
<CONFERENCE/S> 
<SESSION/S> 
<CONVENTION/S> 

<MEEVING/S>: - MEETINGS 
MEETING 

<CONFERENCE/S>::- CONFERENCES 
CONFERENCE 

<SESSION/S> - SESSIONS 
SESSION 

<CONVENTION/S>:«= CONVENTIONS 
CONVENTION 
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<$CONTAIN>::= <CONTAIN/S> 
CONTAINED 

<CONTAIN/S>CONTAINS 
CONTAIN 

<$CONTENTS!MENIJ>- <$GIMME> THE <$KEYWORDS> 
<$WHAT!WH)CH> <$KEYWORDS> <$RELATE!T0> <JSUPER!MENU> 
<$WHAT!WHICH> <$MENIJ>MENU> <$RELATE!TO> <$SUPER!MENU> 
<$WHAT!WHICH> <$KEYWORDS> <$MAY> <$I> USE FOR RETRIEVAL 
<$WHAT!BE> THE <$KEYWORDS> 

<$GIMME>:- <$IWANNA> 
<$LEMME> <$:ACQUIRE> 
<$V/OUL0> <$HEARSAY> RETRIEVE 
<$VyOULD> <$HEARSAY> <$LIST> 
<$LIST> 

* <$WOULD> <$HFARSAY> <$GIVE> <JME> 
<$GIVE> <JME> 
<$GIVE1> 
<$LIST> FOR <$ME> 
<$IWANNA> TO <$ACQUIRE> 
TRY TO GET 

<$KEYWORDS>- KEY <WORD/5> 
KEY <PHRASE/S> 
RETRIEVAL <KEY/S> 

<$WHAT'V/H]CH> - WHAT 
WHICH 

<$RELATEnO> - <RELATE/S> TO 
<$BE> RELATED TO 

<$SUPER!MEUU>- <$Ai> 
GAME PLAYING 
LEARNING 
INFERENCE 
SEMANTIC NETWORKS 
COMPUTATIONAL LINGUISTICS 
UNDERSTANDING 
ADAPTATION 
INTERACTIVE DESIGN 
DESIGN 
AUTOMATIC PROGRAMMING 
HYPOTHESIS FORMATION 
DEDUCTIVE RETRIEVAL 
GEOMETRIC MODELING 
INTERACTIVE KNOWLEDGE SYSTEMS 
COGNITIVE SCIENCE 
COGNITION 
AUTOMATION 
DATA STRUCTURES 
FORMAL SEMANTICS 
LANGUAGE UNDERSTANDING 

$MENL1'MENU>: - <TOPIC/S> 
TOPIC <MENU/S> 
<MENU/S> 
<SUBJECT/S> 
<AREA/S> 

$MAY> •» CAN 
COULD 
SHOULD 
MUST 
MAY 
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< $ I > * I 
WE 

<$WHAT!BE>-.-.« <$WHAT!WHICH> <$BE> 
WHAT'S 

<$DATF>: - <$DATF.1> 
THE LAST <$NIJMBER> <$TIMES> 
<$DATE)> <$CONJUNCTION> <$DATEi> 
<50ATF.1> <$THROUGH> <JOAT£l> 

< 5 D A T F 1 > : - <£YEAR> 
<$MONTH> 
THE <MONTH/S> OF <$MONTH> 
<$MONTH> <$YEAR> 

<$NIJMHER>::n <$HUNDREDS> 
<$NUMBER1> 
<$HUNDREDS> <$NUMBER1> 

<$TIMES>.- .r MONTHS 
ISSUES 
VOLUMES 
YEARS 
TIMES 

<$THROUGH>.-:- TO 
THROUGH 
TILL 

<$VEAR>.-:« NINETEEN <$NUMBER1> 
<$MONTH>:-» MAY 

JANUARY 
FEBRUARY 
MARCH 
APRIL 
JUNE 
JULY 
AUGUST 
SEPTEMBER 
OCTOBER 
NOVEMBER 
DECEMBER 

<MONTH/S>::«. MONTHS 
MONTH 

< $ D E S I R E > < $ W A N T > 
WOULD LIKE 
DESIRE 

<$WANT>::- DESIRE 
SEEK 
WANT 
WISH 

<JDIGJTS> - ONE 
TWO 
THREE 
FOUR 
F IVE 
SIX 
SEVEN 
EIGHT 
NINE 

< $ D O > D O 
DOES 
DID 

<JDON*T>.« DON'T 



DIDN'T 
DOESN'T 
<SDO> NOT 

<$00!SOMK!>::*- <$DO!> <$SOME!> 
<$FILE>- EILE 

COPY 
<$FfNISHE()>::« <$FINI5HED1> 

ALL <$FFNJSHED1> 
<$FINI5HED1>... THROUGH 

DONE 
FINISHED 

<$FROM>::- IN 
OF 
FROM 
AMONG 

<$GET!AFFILIATION>::= WHERE <$DO> <$THEV> WORK 
<$DO!> <$THEY> WORK <$WHERE> 
<$WHAT!BE> <$THEIR> <$AFFILIATION> 
WHAT <ADDRESS/S> <$BE> GIVEN FOR <$ITS!AUTHOR> 

<$THEV>THEY 
HE 
SHE 

<$WHERE> - <$WHERE1> 
<$WHERE.1> <$CONJUNCTION> <$WHEREJ> 

<$THEIR>: - THEIR 
HIS 
HER 

<$JTS!AUTHOR>::« <$ITS> <AUTHOR/S> 
THE <AUTHOR/S> <$OF!THAT!PIECE> 

<$GET!AUTHOR>::« <$PROVIDE> <$ITS!AUTHOR> 
WHO 
WHO V^ROTE <$TMAT!PIECE> 
WHO <$RE> <$1TS!AUTHOR> 

<$PROVJDE>::« <$GIMME> 
<$WHAT!BE> 

<$THATfPlECE> - <$THESE> 
<$THAT'PIECE2> 

<SGEVfAUTHOR!OATE>:-.« <$PROViDE> <$ITS'AUTHOR!DATE> 
<$ITS!AUTHOR'DATE> - <$ITS> <$AUTHORS!0ATE> 

THE <$AUTH0RS'1)A1E> <JOF!THAT!PIECE> 
<$GET!DATE>- <$PROVIDG> <$ITS!DATE> 

<$WHEN> <8WHAT!WHiCH> <MONTH/S> <$BE[PAST]> <$THAT!PIECE> <$WRITTEN1> 
WHEN <JBE> <$THAT!PIECE> <$WRITTEN1> 

<$ITS!DATE>::= <$ITS> <DATE/S> 
THE <DATE/S> <$OF!THAT!PIECE> 

<$WHEN>::« <SFROM> 
SINCE 
AFTER 
BEFORE 
DURING 

<$WRITTEN1>PUBLISHED 
PRINTED 
WRITTEN 
WRITTEN UP 
ISSUED 
RELEASED 
PRODUCED 

JWRITTENl 2> * PUBLISHED 
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PRINTED 
WRITTEN 
WRITTEN UP 
ISSUED 
RELEASED 
PRODUCED 

<SGET!lNf'0>. - <$GET!AFF1LIATI0N> 
<$GET!AUTHOR> 
<$GETfAUTUOR!DATE> 
<$GET!OATE> 
<£GET!NEWEST> 
<$GET!T1TLE> 
<SGET!T1TLE!NEWEST> 
<SGET!T1TLE!0LDEST> 
<$GET!PUBLISHER> 
<$GET!REFERENCES> 
<$GET!OLDEST> 

<$GET!NEWEST>:~ <$PROVIDE> THE <$NEWEST> 
<$GET!TITLE> <$PROVIDE> <$ITS!T1TLE> 

WHICH <ONE/S> 
<$GET!T1TLE!NEWEST> - <$GET!TITLE> OF THE <SNEWEST> 
<SGET!TITLE!OLDEST>:.- <$GET!T1TLE> OF THE <$OLDEST> 
<$GET!PUBLISHER>: :- <$PROVIDE> <JITS!PUBL1SHER> 

<$BE> <$THAT!PIECE> PUBLISHED <JIN> <$S0URCE2> 
V/HERE DID <STHAT!PIECE> APPEAR 

<$GET!REFERENCES>:« <$PROVIDE> <$ITS!REFERENCES> 
WHO <$BE[PAST]> <$CITED> <$IN> <$THAT!PIECE> 
<SDO'> <JTHAT!PIECE> <$CITE> <$SOURCE2> 
<$HOW!MANV> REFERENCES <$WERE'THERE!IN!THAT!PIECE> 

<SGETfOLDEST>.- <$PROVIDE> THE <$OLDEST> 
<$NEWEST>:-.r <$NEWEST1> 

<$NEWEST1 > ONES 
<$NEWEST1> <$NUMRER> 
<$NEWEST1> <JNUMBER> <£PIECES1> 
<$NEWEST1> <$FROM> <JTHAT!P1ECE> 
<$NEWEST1> <$PIECES1 2> 

<$OLDEST> - <$OLDESTl> 
<$OLDESTl> ONES 
<$OLDESTl> <$NUMRER> 
<$OLDESTl> <$FROM> <$THAT!PIECE> 

<$ITS!PUBLISHER>::- <£JTS> <PUBLISHER/S> 
THE <PUBLISHER/S> <$OF!TMAT!PIECE> 

<$IN>:.-- IN 
BV 

<$SOURCE2> - <$CONFERENCE3> 
<$SOURCE> 
<$A> <$SOURCE> 
<$a> < £ r e c e n t > < $ s o u r c e > 

< $ i t s ! R e f e r i : n c e s > - < $ j t $ > < r e f e r e : n c e / $ > 
THE <REFERENCE/S> <$FROM> <$THAT!PIECE> 
<$ANV!PIECES> <$CJTEO> <SIN> <$THAT!PIECE> 

<$HOW !MAWV>:* <SWHAT!WHiCH> 
HOW MANY 

<$WERE!VHi:HE!IN!TflAT!PIECE>: :- <$BE!THERE> 
<$BE> GIVEN 
<$BE[THERE]> <$FROM> <$THAT!PIECE> 

<$ITS!T1TLE> - <$ITS> <TITLE/S> 
THE <TITLE /S> <$OF!THAT!PIECE> 
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<ONE/S>.:- ONE 
ONES 

<SIV/ANNA>.v <SJ'D> LIKE 
<$J> <$DESIRE> 

<$LF.MMK>:-.r LET <$ME> 
LET'S 
<$MAY> <$I> 

<$WOULD>::«- V/OULO 
CAN 
COULD 

<$l.IST>: - LIST 
PRINT 
TRANSMIT 
WRITE 

< $ G I V E > < S G I V E l > 
GET FOR 
TELL 

<$ME>*- ME 
US 

<$GIVt l>: :« GET 
GIVE 
SHOW 

<$GRIPE><$BE> <$HEARSAY> <$ALWAYS> <$SLOW> 
HAVEN'T YOU FINISHED 
WHY <$BE> <$HEARSAY> SO SLOW 
DO RESPONSES EVER COME FASTER 
HOW <$MAY> <$I> <$IMPROVE!HS> 
DO ALL QUERIES TAKE THIS LONG 
HOW LONG DOES IT TAKE 
WHEN WILL <$HEARSAY> HAVE THE ANSWER 
DOES IT ALWAYS TAKE THIS LONG TO ANSWER <$ME> 
WHAT <$MAY> <$I> DO TO <JIMPROVE!HS> 

<$SLOW>::» SO SLOW 
SLOW 
THIS SLOW 

<$IMPROVE(HS>- HELP 
SPEED <$HEARSAY> UP 
HELf1 <$.HEARSAY> 
USE <$HEARSAY> EFFICIENTLY 

<$HEUV«. HELP 
HOW BIG IS THE DATA BASE 
<SWHAT!SORTS!OF> <RETRJEVAL/S> CAN <JHEARSAY> DO 
TELL <$ME> WHAT TO DO 
<$WHAT!WH)CH> <$MENIJ»MENIJ> <$MAY> <$!> <$SEEK> 
<$WHAT»SORTS!OF> RETRIEVAL <KEY/S> <$MAY> <$I> <$SEEK> 
<$WHAT'SORTS'OF> <$PIECES1> <$BE[PRES]> AVAILABLE 
<$WHAT!SORTS!OF> <$MEWIJ!MENU> <$BE> STOREO 
WHAT IS KNOWN <$RE> EVERY <$PIECES1> 
WHAT DO <SI> HAVE TO DO 
CAN YOU HELP 
<$WHAT!SORTS!OF> <$MENIJ!MENU> <$BE!THERE> 
CAN YOU HELP <$ME> 
HELP <JME> 
<$PR0V1DE> <$A> <$MENIJ!MENIJ> 
<$WHAT!IS> <$SOME> <$MF.NIJ!MENU> <$FROM> <$AI> 
<$WHAT!WH1CH> FACTS ARE STORED 
<$WHAT!IS> THE SIZE OF <$HEARSAY> 
WHAT <$MAY> <$I> <$ASK> 
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WHAT CAN <$HEARSAY> DO 
<$WHAT!SORTS!OF>::- <$WHAT!WHICH> <$SORTS> OF 
<RETRIEVAL/S>::« RETRIEVAL 
<SSEEK>:m REQUEST 

CHOOSE 
SEEK 

<KEY/S> : : r KEYS 
KEY 

<$RE>:=- <$RE.t> 
<$WH1CH> <{MENTI0N> 

<$WHAT!IS>::»- WHAT'S 
WHAT <$BE[PRES]> 

<$SOME>. - <$SOMEl> 
<$SOMEl> OF THE 

<$HOW!MAWY!AUTr)ORS>::r <SHOW!MANY> <AUTHOR/S> 
<$DO!SOME!> <AUTHOR/S> 

<$HOW!MANY![!C> . <SHOW!MAWY!OF!nti;M> <$BE> 
<$BE1> <SSOME!OF!THKM> ' 

<§HOW(MANY'OF!THi:M>::r <£HOW!MANY> 
<$HOW'MANY> OF <$THAT!P1ECE3> 

<$SOME!OF!Tm:M>::- <$THAT!PIECE> 
<$SOMEl> OF <$THAT!PIECE4> 

<$THAT!P1ECE3>::- <$THAT'PIECE2> 
<$THEM> 

<SHOW!MANY!P!ECES> - <$HOW!MANY!P[ECES2> 
<£DO'> <$ANY»PIECES> 

<$HOW!MAWY!SOURCE!P1ECES> - <$DO!> <$ANY!SOURCE!PIECES> 
<$HOW!MAWY!PIECES> <$FROM> <$SOURCE2> 
<$WHAT!WH1CH> <$SOURCE> 
<$HOW!MANY> <$SOURCE!PIECES> 

<$SOURCE>-.- <SAI> JOURNAL 
ASSOCIATION FOR COMPUTATIONAL LINGUISTICS 
COGNITIVE PSYCHOLOGY 
ACL 
AI TEXT 
ARPA SURNOTES 
SIGART NEWSLETTER 
COMMUNICATIONS OF THE ACM 
CACM 
COMPUTING <SURVEV/S> 
COMPUTING REVIEWS 
INFORMATION AND CONTROL 
IEEE <TRANSACTICN/S> 
IJCAI <PROCEE()ING/S> 
IF IP <PROCEE0ING/S> 
JOURNAL OF THE ACM 

<$HUNDREDS>::. <$NUMBER1> HUNDRED 
A HUNDRED 

<SNUMHER1>::- <$DIGITS> 
<$NUMBER2> 
<$TEENS> 

< $ I ! B E > : < S I ' M > 
<$I 'VE> BEEN 

< $ I ' M > : : r J AM 

I 'M 
WE'RE 
WE ARE 

< $ I V E > : : - I HAVE 
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WE'VE 
WE HAVE 

<$FD>::« <$!> WOULD 
I'D 
WE'D 

<$ITS>:-.- THE 
THEIR 
ITS 

<$OF!THAT!PIECE>::«- OF <$THAT!PIECE> 
FROM <$THAT'PIECE> 

<PUBLISHER/S>:-.r PUBLISHERS 
PUBLISHER 

<REFERENCE/S> REFERENCE 
REFERENCES 

<TITLE/$>::- TITLES 
TITLE 

<WORD/S:>WORDS 
WORD 

<PHRASE/S> PHRASES 
PHRASE 

<$LAST> LAST 
MOST RECENTLY 

<$l.r.ARNING>::* LEARNING 
GRAMMATICAL INFERENCE 
NEURAL NETWORKS 
ABSTRACTION 
DYNAMIC CLUSTERING 
CELL ASSEMBLY THEORY 

<$LIST!THEM>: *- THE <$NEWEST> 
<$THE!NEXT> 
<$GIMME> <$THE»NEXT> 
<$MAY> <$I> HAVE <$THAT!PIECE> <$LISTED> 
<Sl-IST> THE <$NFWEST> 
<$LIST> <$THAT«P1ECE> 

<$THE!NEXT>THE NEXT 
THE NEXT <JNUMBER> 
THE FIRST 
UP TO <$NUMBER> 
BETWEEN <$NUMBER> AND <$NUMBER> OF THEM 
<$NUMBER> MORE 
THE FIRST <$NUMBER> 

<$LISTED> = LISTED 
PRINTED 
WRITTEN 

<SLIST1K'G>::» LISTING 
PRINTING 
TRANSMITTING 
WRITING 

<$MAKE> COPY 
WRITE 
MAKE 
PRODUCE 
GENERATE 

<$MAKE!A!FJLE>::- <£MAKE> <$ME> A <$F)LE> 
<$MAKE!A!F1LE> OF THE <$NEWEST> 
<$MAKE> A <$FJLE> 

<$MAKE'.FILE>::.- <£MAKE<A<FILE> 
<$MAKE!A!F1LE> <$FROM> <$THAT!PIECE> 
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<$RE1> - RELATED TO 
ABOUT 
REGARDING 
ON 
REFERRING TO 
DISCUSSING 
CONCERNING 
MENTIONING 

<DISCUSS/S>;:- DISCUSSES 
DISCUSS 

<$MENTIONED>.* <$BE> <JRE> 
<$MENTIONEDevHAVE> 

<$MENTIONEDr»-HAVE>::r <$MEWTIOiMED[PP]> 
RELATED TO 
CONCERNED 

<MENTION/S>.MENTIONS 
MENTION 

<$WRITTEN>::« <JWR1TTEN1> 
<$RECENTLY> <$WRITTEN1> 
<$WRITTEN1> <$RECENTLY> 

<$WRITTEN 2 > . v <$WR1TTEN1 2> 
<$RECENTLY 2> <$WR1TTEN1 2> 
<$WR1TTEN1 2> <$RECENTLY 2> 

<TOPIC/S> «- TOPICS 
TOPIC 

<MEWIJ/S>:MENUS 
MENU 

<SUBJECT/S>::« SUBJECTS 
SUBJECT 

<AREA/S> AREAS 
AREA 

<$MY>::* OUR 
<$NEGSTAIEMENT>.n <$I> <$UNWANT> TO <$ACQUIRE> <$WHAT> 

<$DON'T> <$G1VE> <JME> <$WHAT> 
<$UNWANT>. = WOULD NOT LIKE 

<$DON'T> <$WANT> 
<$NEWEST1>. = LAST 

NEWEST 
<$LAST> <$WRITTEN> 
LATEST 
MOST RECENT 

<$NO>::« NO 
<$NUMBER2>::= <$TENS> 

<$TENS> <$DIGITS> 
<$TEENS>::« NINETEEN 

TEN 
ELEVEN 
TWELVE 
THIRTEEN 
FOURTEEN 
FIFTEEN 
SIXTEEN 
SEVENTEEN 
EIGHTEEN 

<$TENS>::- TWENTY 
THIRTY 
FORTY 
FIFTY 

76 



AIXF 

SIXTY 
SEVENTY 
EIGHTY 
NINETY 

BOLDEST J >:.-. OLDEST 
FIRST 
EARLIEST 
FIRST <$WR1TTEN> 

<$OURSELVES>::- <RETRIEVAL/S> 
<SMY> ATTENTION 
MYSELF 
OURSELVES 
ALL <RETRIEVAL/S> 

<$WHEN![)ATE>:-.« THIS YEAR 
LAST YEAR 
SINCE LAST YEAR 
<$WHEN> <$DATE> 

<STORY/S> - STORIES 
STORY 

<ARTICLE/S>- ARTICLES 
ARTICLE 

<BOOK/S>; r BOOKS 
BOOK 

<PAPER/S>- PAPERS 
PAPER 

<AGSTRACT/S> - ABSTRACTS 
ABSTRACT 

<PROCEE!)ING/S>::- PROCEEDINGS 
PROCEEDING 

<REPORT/S>- REPORTS 
REPORT 

<ISSUE/S>- ISSUES 
ISSUE 

<JOURNAL/S>. - JOURNALS 
JOURNAL 

<REV1EW/S> - REVIEWS 
<VOLUME/S>VOLUMES 
<SURVEY/S>SURVEYS 

SURVEY 
<SUMMARY/S>:.« SUMMARIES 

SUMMARY 
<STORY/S 2> * STORIES 

STORY 
<ART1CLE/S 2> - ARTICLES 

ARTICLE 
<BOOK/S 2>::« BOOKS 

BOOK 
<PAPER/S 2> = PAPERS 

PAPER 
<ABSTRACT/S 2 > - ABSTRACTS 

ABSTRACT 
<PROCEEDING/S 2> - PROCEEDINGS 

PROCEEDING 
<REPORT/S 2 > : - REPORTS 

REPORT 
<ISSUE/S 2>::- ISSUES 

ISSUE 
<JOURNAL/S 2>:=- JOURNALS 
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JOURNAL 
< R E V I E V / / S ? . > R E V J E V / S 
< V O L U M E / S 2> * V O L U M E S 
< S U R V E V / S 2 > : - S U R V E Y S 

S U R V E Y 
< S U M M A R Y / 5 2 > - S U M M A R I E S 

S U M M A R Y 
<$POLITENESS>: :» PLEASE 

THANKS 
T H A N K Y O U 

<$PRUNE!OATC-:>::« < $ L E M M E > <$RESTR)CT> <$OURSELVES> TO <$ANY)PIECES> 
< $ L E M M E > <1RESTR)CT> <$0UR5ELVES> TO <$ANY!WODATE!PIECES> <$WRITT£N1> < J W H E N ! D A T E > 
<$I 'M> INTERESTED IN <JANY!NOOATE!PIECES> < $ W R I T T E N 1 > <$WHEN!DATE> 
<$CHOOSE> < $ F R O M > <$ANY !NODAT£(PIECES> <$WHEN!DATE> 

<$RESTR)CT> .= C O N F I N E 
RESTRICT 
L I M I T 

< $ P R U N E ! U S T > : : - <$PRUNE! l )ATE> 
<$PRUNE!L IST !TOPIC> 
<$PRUNE!L IST!AUTHOR> 
<$PRUNE!L1ST!T1TLE> 
<$PRUNE! l . lST!CITATION> 
<$PRUNE!L1ST!DATE> 
<$PRUNE!l . lGT!SOURCE> 
<$PRUNE!l. lGT!SOURCE!DATE> 
<$PRUNE!LIST'WHE(!E!WRJTTEN> 

<$PRUNEK.1GT!T0PIC>: :» <$DO> <$SOME'OF!THEM> <$ALSO!MENTION!TOPICS> 
<$I'M> ONLY INTERESTED I N <$WHAT> 
< $ B E > <$THAT!P IECE> <$RE!TOPICS> 
< $ B E > <$SOME'OF!THEM> <$ALSO> <JRE!TOPICS> 
<$HOW!MANY!OF!THEM:* <f .AL$0!MKWTI0N»TOPICS> 

<SPRUNE! l lGT!AUTHOR>:: - <$BE> <$SOME!OF!THEM> <JWRITTEN!BY> <$AUTHORS> 
<$HOW!MANY!BC> <$WRITTEN!BY> <$AUTHORS> 
< $ B E > <$SOME> B Y <$AUTHORS> 

<SPRIJNE!l.IGT!TlTLE>::r < $ W H A T ! W H ) C H > <T ITLE /S> < $ M E N T I 0 N > <$TOPICS> 
<$PRUNE! I IST(CITATION>. - <$DO'> <$SOME!OF!VMKM> <$CiTE> <$AUTHORS> 

<$BE!> <$AUTHORS> < $ C I T E 0 > < $ I N > <$THAT!PIECE> 
<£HOW(MAf\)Y!OF!THEM> <f.C)TE> <$AUTH0RS> 
<SBE!> <$AUTHORS> <JCJTED> <$IN> <$SOMf!OF!THEM> 
< $ H A V E ! > «$AUTHORS> BEEN < { C I T E 0 > <$IN> <$S0ME!0F!THEM> 
<£BE> <SAUTf)ORS> <$CI.TE0> <SIN> <$SOME!OF!VHLM> 

<SPRUNE!l.IGT!l)ATe:>---- <£BE[PAST]> <$SOMEl> <JWR1TTEN1> <$WHEN!DATE> 
< $ I > D E M A N D <$ANY!N0DATE!P1ECES> <JWHEN!DATE> 

<$PRIJNE! l 1ST!S0URCE> - <$HOW!MANY> OF <$THAT«PIECE3> APPEAREO <$RECENTLY> I N <$A> <$SOURCE> 
<SBE«> <-.$SOME!OF!VHI!M> <*FROM> <$SOURCE2> 
<SBE!> <$SOMK!OF!VHEM> < $ F R 0 M > <$ANY!SOURCE!PIECES> 

<SPRUNE!l.IGT!SOURCE!DATE>::« < $ B E 1 > <JSOME!OF!THEM> <$FROM> <$ANY!SOURCE!PIECES> <$WHEN!DATE> 
<JPRUNE!l.lGT!WHKRi;!WRlTTEN>:.-- <$HOW!MANY!PIECES> <$BE[PAST]> < $ W R I T T E N > <$WHERE> 

<$HOW!MANY!BE> <JWRITTEN> <$WHERE> 
<$WR)TTFN'BY> = BY 

< $ W R 1 T T E N 2 > B Y 
< $ R E C E N T L Y > : : - RECENTLY 

LATELY 
I N RECENT <ST IMES> 
IN RECENT < $ P I E C E S 1 > 

< $ R E C E N T L Y 2>:=- RECENTLY 
LATELY 
I N RECENT < £ T I M E S > 
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IN RECENT <$PIECES1 2> 
<SRE!TOPICS> - <$RE:> <$TOPICS> <$WHEN!DATE> 

<$RE> <*TOPICS> 
<$WHEN!DATE> <$RE!TOPICS> 

<JQUERY> • <$QUERY!> 
<JOUERYI> <$RECENTLY 2> 

<$QUERY1>:T <$QUERY!AUTHOR> 
<$QUERY!AUTHOR'AT!PLACE> 
<$QUERY!AUTHOR!DATE> 
<$QUERY!AUTHOR!TOPIC> 
<S0UERY!TOPIC> 
<$QUERY!C1TATI0N> 
<S0UERY!\VHERE!CONEERENCE> 
<$QUERY!DATE> 
<$QUERY!DATE'OE!ARTICLE!TiTLE> 
<$QUERY!LAST!UY'AUTHOR> 
<$QUERY'NEWESTn'OPIC> 
<$OUERY!REEERENCEl)iPIECE> 
<$OUERY!SOURCE> 
<$QUERY!SOURCE'AUTHOR> 
<$OUERY!SOURCE'CITATION> 
<$QUERY!SOURCE«OATE> 
<$QUERY!SOURCE>REEERENCED> 
<$OUERY!SOURCE«TOPIC> 
<$QUERY!TITLE'SOURCE> 
<$QUERY!TOPIC!DATE> 

<$QUERY!AUTHOR>- <$BE[THERE)!ANY!PIECES> <$WRITTEN!BY> <$AUTHORS> 
DID <$AUTHORS> <$WR1TE> <$ANY>NODATE!PIECES> <$RECENTLY> 
DID <JAUTHORS> <$WR1TE> <$ANY!PIECES> 
WHAT <$HAVE> <$AUTHORS> <$WRITTEN> 
WHO WROTE <$ANY!NODATE'PlECES> <$RE> <$TOPICS> <$WHEN!DATE> 
<$HOW!MANY!PIECES2> <$BE> <{WRITT£N!BY> <$AUTH0RS> 
WHAT ABOUT <$AUTHORS> 
<$HOW'MANY!PJECES2> <$HAVE> <$AUTHORS> <$WRITTEN> 
<$HAVE> <$AUTHORS> <$ WRITTEN 2> <JANY!PIECES> 
<$PROVIDE> <$ANY!PIECES> <$WRITTEN!BY> <$AUTHORS> 
<SHAVE(> <$ANY!PIECES> <$WR1TTEN!BY> <$AUTH0RS> APPEARED 
<SHAVE!> <$ANY)PIECES> BEEN <$WRITTEN!BY> <$AUTHORS> 

<SWRITE> - WRITE 
PUBLISH 

<$QUERY!AUTHOR!AT!PLACE>.-:- <$HOW!MANY> <AUTHOR/S> WORK <$WHERE> 
<$OUERY!AUTHOR!DATF>::- DID <$AUTHORS> <$WR1TE> <$ANY!NODATE!PIECES> <$WHEN!DATE> 

<$HAVE> <-$AUTHOR5> <£WR1TTFN> <$WHEN'DATE> 
<$HOW!MANY»PIECKS2> <$BE> <JWR1TTEN!BY> <SAUTHORS> <$WHEN!DATE> 
<$HOW!MAI0Y!PIECKS2> <$HAVE> <$AUTHORS> <$WR1TTEN> <$WHEN!DATE> 

<$QUERV!AWTHOR!TOPIC>.:. WHO WROTE <$ANY!NODATE!PIECES> 
<SQIJERV!TOPIC> <SWR1TTEN!»Y> <SAUTflORS> 
<SHOW!MANY!AUTHORS> <JMENTION> <$TOPICS> 
<SOUERY!AUTHOR> <SRE!VOPICS> 
WHO <$HAVE> <£WR)TTEN> <$RE!VOPICS> 

<$QUERY!TOPIC>.-- <SBE'TOPICS!MENTIONED> 
WHAT ABOUT <£TOPICS> 
<$BE!> <$ANY!PIECES> <$WR1TTEN> <JRE!TOPICS> 
<$BE[PAGT]> <$TOPICS> WRITTEN UP <JRECENTLY> 
< $ B E [ T H E R E j ! A N Y! PIE C E S > <$RE!TOPICS> <$ALSO> <$RE!TOPICS> 
WHEN <$BE[PA5TJ> <$TOPICS> LAST <$MENTIONED> 
<$SOME!PJECES> <$RE!l"OPICS> 
<$HOW!MANY!PIECES> <$MEWTION> <$TOPICS> 
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<$WHAT!SORTS!OF> <$TOPICS> <$BE> <$WRITTEN> 
WHEN <$BE1> <JTOPICS> <?.LAST> <$MENTIONED[PP]> 
<$HOW!MANY!PIECES> <£.RE!TOPICS> <$ALS0!MENTI0N!TOPICS> 
WHERE <$BE!TOPICS!MEMTIOWED> 
<$BE!TOPICS!MEWTIONED> <$SOMEWHERE 2> 
<$BE!TOPICS!MENTIONED> <$SOMEWHERE 2> <$RECENTLY> 
<SHAVE!> <$ANY!PIECES> <$RE!TOPICS> BEEN <JWRITTEN> 
<SBE[THERE]!ANY!PIECES> <$RE!TOPICS> 
<$BE!TOPICS!MEIff.lONEO> <$IN> <$ANY!PIECES> 
<$HAVE(> <$ANY!PIECES> APPEARED <$WHICH> <$MENTION> <$TOPICS> 
<SH0W!MAWY!PIECES2> <JRE!1"0PICS> <$BE> THERE 
<$H0W!MAf\)Y!PIECES2> <$RE!V<)PICS> <$BE> <$WRITTEN> 
<$D0!> <$ANY!PIECES:> <$RE!TOPICS> EXIST 

<$QUERV!C1TATI0N>::« <$HOW!MAKY!PIECES> <JCITE> <$AUTHORS> 
<§BE> <$AUTHORS> <$Mi:WT10NED[PP]> <$SOMEWHERE> 
<$WHAT!WMCH> <$PJECES1> <$WR1TTEN!BY> <SAUTHORS> <$BE> <JCITED> 
<$BE[THERE]'ANY!PIECES> <$WH1CH> <$MENT10N> <$ANY!PIECES> <$WRITTEN!BY> <$AUTHORS> 
<$BE!> <$AUTHORS> <$CITED> <$IN> <$ANY!N0DATE'P1ECES> <$WRITTEN1> <$WHEN!DATE> 
<$HAVE> <$ANY!PIECES> <$CITED> <$AUTHORS> 
<$HAVE> <{AUTHORS> BEEN <$C1TED> <$IN> <$ANY!PIECES> 

<$WH1CM> - WHO 
WHICH 
THAT 

<JOUERY«WHERE!(:ONrERi:iv,CE>..- <f,IIOW!MANY> <CONFERENCE/$> <$BE[PAST]> <$WHERE> 
<$BE[THERE]> <$SOME!> <CONFERENCE/S> <$WHERE> 

<$QUERY!DATE>:=- <$HOW!MANY> <$PIECES1> <$BE[PAST]> <$WRITTEN1> <$WHEN!DATE> 
<SWHAT!WH1CH> <$BE!> THE <$NEWEST> <$WRITTEN'BY> <$AUTHORS> 
<$DE!THERE> <{;ANY'NODATE'PIECES> <$WHEN'()ATE> 
<$GIMME> <$ANY»N0DATE(P1ECES> <$WRITTEN1> <$WHEN!OATE> 

<$QUERY!DATE!OF!ARTICLE!riTLE>::r WHEN WAS <$ARTlCLE(lTfLE> <$WRITTEN1> 
<$OUERY!LA5T!BY!AUTHOR>:••«= WHEN WAS THE LAST <$PJECES1> <$WRITTEN'BY> <$AUTHORS> <$WRITTEN1> 
<SOUERY!NEWEST(TOPIC>.-- <$PROVIDE> THE <$NEWEST> <$RE!TOPICS> 
<SOUERY!REFEREIVCEO!P1ECE>::« <$HOWMANY!PIECES> <$CITE> <$THAT»PIECE3> 
<$OUERY!SOURCE>:-.- <$BE [THERE ]!ANY!PIECES> <JFROM> <JS0URCE2> 

<$DO!SOME!> <$CONFERENCE> PUBLISH PROCEEDINGS 
<$OUERY!SOURCE!AUTHOR>.:r <$HOW!MANY»SOURCE!PIECES> CONTAINED <$ANY»PIECES> <$WRITTEN!BY> <$AUTHORS> 

<$HOW!MAWY!SOURCE!PIECES> <f.CONTAIN> WINOGRAD'S ARTICLE 
DID <$AUTHORS> PRESENT <f,ANY!?iODATE!PIECES> AT <$CONFERENCE3> 
DID <$AUTHORS> PRESENT <£ANY!MODATEfPiECES> AT <$CONFERENCE3> <$WHEN!DATE> 

<50UERY!SOURCE!CITATION>::- <$HOW!MAKY!SOURCE!PIECES> <$CITE> <$AUTHORS> 
<$QUERY!SOURCE!OATE>::.- DID <$SOURCE2> PUBLISH <$S0METH1NG> <$WHEN!DATE> 

<$BE!THEHE> <fANY'SOURCE!PIECES> <$WHEN?DATE> 
<$QUERY!SOURCE!REFERENCED> - <$GIMME> <J.ANY!SOURCE!PIECES> <$CITED> BY <$AUTHORS> 
<SQUERV!SOURCE!TOPIC>.-:r <$GIMME> <JAWY!PIECES> <$FROM> <$SOURCE2> <$RE!TOPICS> 

DID ANYONE PUBLISH <JRE!TOPICS> IN <$SOURCE2> 
<SHOW!MAWYiSOURCE!PIECF.S> <£.MENTION> <$TOPICS> 
<$BE!TOPICS!MF.NT10NED> IN <$SOURCE2> 

<SQUERY!TITLE!SOURCE><$WHAT!BE> THE <TITLE/$> <$FROM> <$SOURCE2> 
<$PROVIDE> <5ITS!T1TLE> <$FROM> <$SOURCE!PJECES> 

<SQUERY!TOPIC!OATf>::- <$HOW!MANY> <SPIECES1> <$WHEN!DATE> <$MENTIONED> <$TOPICS> 
<RELATE/S> RELATE 

RELATES 
<$REQUEST>- <$COMMAND> 

<$NEGSTATEMENT> 
<$QUERV> 
<$STATEMENT> 

<$STATEMENT> - <$GIMMK> <iWHAT> 
TELL <$ME> <$RE!TOPICS> 
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<$SELECT)ON> <$WHAT!IS> <$SOME!> <$MF.NU!MENU> <$FROM> <$SUPER'MENU> 
<$I!BE> INTERESTED IN <$SIJPER!MEWIJ> 
<$WHAT!WH1CH> <$MENU!MENU> <$BE[PRES]> RELATED TO <$WHAT!MENU> 
<$I!BE> ONLY INTERESTED IN <$PIECKS1> <$RE> <$WHAT!MENU> 
THE <$MENU'MEMJ> <$I'M> INTERESTED IN <JBE[PRES]> <$WHAT!MENU> 
<$J'M> INTERESTED IN <5WHAT!MENU> 
<SCHOOSE> <$FROM> <$WHAT!MENU> 

< $ W H A T ! M E N U > * <$SUPER!MENU> 
<$ANY!PIECES> <$RE> <$SUPER!MENU> 
<$WHAT!MENU> <$CONJUNCTION> <$WHAT!MENU> 

<$SEMA[\!T1C'NETS> - <<UJNDERSTANDING> 
SEMANTIC NETWORKS 
A SEMANTIC NETWORK 
SEMANTIC NETS 

<$UNDE R STANDING > • HEARSAY 
LANGUAGE UNDERSTANDING 
NATURAL LANGUAGE 
ENGLISH 
NATURAL LANGUAGE UNDERSTANDING 
SPEECH UNDERSTANDING 
SYNTAX 

<$SENTENCE:>- <$CONTENTS>MENU> 
<SGET!INFO> 
<SGR)PE> 
<$HC(.P:> 
<SLIST!THEM> 
<$MAKE!FILE> 
<$NO> 
<$PRUNE'l 1GT> 
<$REQUESV> 
< $ s e l e ( ; t i o n > 
<$VES> 
<$STOP!LISTING> 

< $ Y E S > - YES 
OK 
SURE 

<$ST0P»LIST1NG>::« <$I 'M> <JFINI5HED> 
NO MORE 
< $ I V E > <.JFINI5HED> 
<$STOP> <$LIGT1NG> 
<$STOP> THE <$LIST1NG> 

< $ S E N T E N C E 1 > - <$SENTENCE> 
<$POLITENESS> <$SENTENCE> 
<$SENTENCE> <JPOLITENESS> 

<$THAT!PIECE4>::« <$THAT> <$PIECES1> 
<$THEM> 

<$SORTS> - <SORT/S> 
<KIND/S> 
<TYPE/S> 
<VARIETY/S> 

<SORT/S>::r SORTS 
SORT 

<K IND/S> : - KINDS 
KIND 

TYPE/S>. v TYPES 
V A R I E T Y / S > V A R I E T Y 
T R A N S A C T I O N ^ TRANSACTIONS 

TRANSACTION 
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<$STOP>::« STOP 
CEASE 
TERMINATE 
KILL 
FINISH 
QUIT 

<$THAT>::- THIS 
THAT 
THESE 
THOSE 

<$THESE> - IT 
<STHAT> 
THEY 
EACH 

<$THAT!PIECE2>:= <$THAT> <$PIECES1> 
<$THAT> <ONE/S> 

<$THEM>- <$THAT> 
THEM 

<$TIME!SP/»CE>.-:- TIME 
SPACE 
TIME <$CONJUNCTION> SPACE 
SPACE <$CONJUNCTION> TIME 

<$TOPIC> : : r <SAI> 
PROBLEM SOLVING 
GIPS 
<$CHESS> 
<$l.r.ARNING> 
INFERENCE 
<SSEMANT1C(NETS> 
CYBERNETICS 
COMPUTATIONAL LINGUISTICS 
PSYCHOLOGY 
CONTROL 
ADAPTATION 
INTERACTIVE DESIGN 
DESIGN 
AUTOMATIC PROGRAMMING 
HYPOTHESIS FORMATION 
DEDUCTIVE RETRIEVAL 
GEOMETRIC MODELING 
INTERACTIVE KNOWLEDGE SYSTEMS 
KNOWLEDGE SYSTEMS 
COGNITIVE SCIENCE 
COGNITION 
AUTOMATION 
DATA STRUCTURES 
FORMAL SEMANTICS 
A TASK ORIENTED DIALOGUE 
THE TECH-II CHESS PROGRAM 
SYNTHESIS OF LINE DRAY/INGS 
TELEOLOGICAL REASONING 
TEMPORAL SCENE ANALVSIS 
TEXTURE ANALYSIS 
A THAUMATURGIST 
SHAPE TOPOLOGY 
THREE DIMENSIONAL MODELS 
A TUTOR OR TUTORING ON TV 
THE WEAK LOGIC OF PROGRAMS 
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THE DATES OF THE WORLD COMPUTER CHESS CONFERENCE 
NEWSLETTER REPORTERS 
OBJECT LOCATIONS AND MOVEMENTS IN NATURAL IMAGES 
PARALLELISM IN PROBLEM SOLVING 
THE PERFORMANCE OF PATTERN MATCHING RULES 
A PROGRAM SYNTHESIZER FOR NETWORK PROTOCOLS 
A PROGRAMMING APPRENTICE 
A PROOF CHECKER FOR PROTOCOL TERMINATION EXPRESSIONS 
A RADIO INTERVIEW ON SCIENCE FICTION 
A TIME DOMAIN ANALYZER 
INVARIANCES IN THE PERCEPTION OF FACES 
THE LOCATION OF OBJECTS IN MAGAZINES 
THE LOGICAL REDUCTION OF LISP DATA BASES 
DATA BASES 
A LOSING MOVE 
MACHINE INTELLIGENCE IN MEDICAL DIAGNOSIS 
MANAGEMENT INFORMATION SYSTEMS 
OBJECT MANIPULATING ROBOTS 
AUTOMATIC MANTRA GENERATION 
SYMBOL MAPPING IN BASEBALL 
THE STOCK MARKET 
THE META-SYMBOLIC SIMULATION OF MULTIPROCESS SOFTWARE 
THE METAMATHEMATICS OF MLISP OR MLISP2 
MINIMAL SPANNING FORESTS OR TREES 
MOTION IN SCENE DESCRIPTION 
A MULTILEVEL ORGANIZATION 
THE NOMINATION OF NOMINEES BY A NATIONAL NOMINATING COMMITTEE 
NONDETERMINI5TIC PROGRAMMING 
MACRO PROCESSING FOR AN ON-LINE NEWSLETTER 
THE ONTOGENY OF NON-INDEPENDENT SUBPROBLEMS 
OPERATIONAL REASONING 
LANGUAGE PARAPHRASE 
OPTIMAL PROBLEM SOLVING SEARCH 
OPTIMIZED CODE FOR THE TRANSFER OF COMMENTS 
A PACKET BASED APPROACH TO NETWORK COMMUNICATION 
THE PARRY SIMULATION OF PARANOIA 
LINEAR LEXICOMEl'RY 
MEANS rOR COMPUTER MOVIES 
LOW ORDERS OF RECOGNITION PERFORMANCE 
A TV REPORTER 
A THEOREM PROVER PLANNING FOR PROGRESS 
THE STRUCTURE OF ANY VARIETY OF COMPUTER TERMINAL 
A CAI MONITOR 
A COMMON SENSE ALGORITHM 
ACQUISITION OF KNOWLEDGE 
ACTIVE KNOWLEDGE 
CYCLIC AND ACYCLIC ISOMERS 
ADAPTIVE PRODUCTION SYSTEMS 
PRODUCTION SYSTEMS 
ADVISING PHYSICIANS 
ALGEBRAIC REDUCTION 
ALGOL 
ALGORITHMIC AESTHETICS 
ALL-OR-NONE SOLUTIONS 
AN ADAPTIVE NATURAL LANGUAGE SYSTEM 
AN ASSEMBLY ROBOT 
AN AXIOMATIC SYSTEM 
ANALOGY IN PROBLEM SOLVING 
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ANALYSIS OF CONTEXT 
CONTEXT 
ANALYSIS OF SENTENCES 
ASSIMILATION OF NEW INFORMATION 
AUGMENTED TRANSITION NETWORKS 
AUTOMATED DEDUCTION 
DEDUCTION 
AUTOMATIC CODING 
AUTOMATIC COMPUTATION 
AUTOMATIC PROGRAM SYNTHESIS FROM EXAMPLE PROBLEMS 
AUTOMATIC PROGRAM WRITING 
AUTOMATIC PROOF OF CORRECTNESS 
AUTOMATIC THEOREM PROVING 
AXIOMATIC SEMANTICS 
BACKGAMMON 
BELIEF SYSTEMS 
BINDINGS 
BIOMEDIONE 
BRAIN THEORY 
BUSINESS PROBLEM SOLVING 
CARTOGRAPHY 
CASE SYSTEMS 
CAUSAL REASONING 
CHECKING PROOFS 
CHESS PLAYING PROGRAMS 
CIRCUIT ANALYSIS 
COGNITIVE ROBOTIC SYSTEMS 
COMMON SENSE 
COMMON SENSE THEORY FORMATION 
COMPLEX WAVEFORMS 
COMPUTER ART 
COMPUTER BASED CONSULTATIONS 
COMPUTER CONTROLLED MANIPULATORS 
COMPUTER GRAPHICS 
COMPUTER MUSIC 
COMPUTER VISION 
CONCEPTUAL DESCRIPTIONS 
CONCEPTUAL INFERENCE 
CONCEPTUAL OVERLAYS 
CONSTRAINT SATISFACTION 
CONSTRUCTING PROGRAMS FROM EXAMPLES 
CONSTRUCTION OF PROGRAMS 
CONTINUOUS PROCESSES 
COOPERA1 ING SOURCES OF KNOWLEDGE 
COPYING LIST STRUCTURES 
CURVED OBJECTS 
DATA BASES FOR INTERACTIVE DESIGN 
DECISION THEORY 
THE DEDUCTIVE PATHFINDER 
DENOTATIONAL SEMANTICS 
DEPTH PERCEPTION 
DERIVATION PLANS 
DESIGN AUTOMATION 
DESIGN IN THE ARTS 
DETECTION OF LIGHT SOURCES 
DISPLAY TERMINALS 
DRAGON 
DRIVING A CAR 
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DYNAMIC BINDING 
DYNAMIC PROGRAMMING 
ELECTRONIC CIRCUITS 
ELECTRONICS 
THE ENVIRONMENT 
EXPERT SYSTEMS 
EXPLANATION CAPABILITIES 
FABLES OR FAIRY TALES 
FEATURE-DRIVEN SYSTEMS 
THE FEDERAL JUDICIAL SYSTEM 
FIRST ORDER LOGIC 
FRAMES 
FRAMES AND THE ENVIRONMENT 
FUZZY KNOWLEDGE 
FUZZY PROBLEM SOLVING 
A GAME MODEL 
GENERAL PURPOSE MODELS 
GENERATION OF NATURAL LANGUAGE 
GO OR GO-MOKU 
GOAL SEEKING COMPONENTS 
GRAPH INTERPRETABLC GAMES 
HETEROSTATIC THEORY 
HEURISTIC PROGRAMMING 
HEURISTIC TECHNIQUES 
HUMAN BEHAVIOR 
HUMAN MEMORY 
HUMAN VISION 
IMPROVING PROGRAMS 
INDUCTIVE ASSERTIONS 
INDUSTRIAL APPLICATION 
INEXACT REPRESENTATION 
INFERENCES 
INFERENTIAL QUESTION ANSWERING 
INFORMATION PROCESSING UNIVERSALS 
INHERITANCE OF PROPERTIES 
INTELLIGENT MACHINES 
INTENTIONS 
INTERACTIVE PROGRAM SYNTHESIS 
INTERPRETIVE SEMANTICS 
INTONATION 
INVARIANCE FOR PROBLEM SOLVING 
INVESTMENT ANALYSIS 
ITERATION 
KNOWLEDGE BASED SYSTEMS 
LAMBDA CALCULUS 
LANGUAGE DESIGN 
LANGUAGE PRIMITIVES 
LARGE DATA BASES 
THE BAY AREA CIRCLE 
THE BERKELEY DEBATE 
THE DREYFUS DEBATE 
THE HISTORY OF AI 
THE HUNGRY MONKEY 
THE INSANE HEURISTIC 
AXIOMS FOR GO 
COMPUTER BASED CONSULTANT 
IMAGE INTENSITY UNDERSTANDING 
TROUBLE SHOOTING 



LANGUAGE COMPREHENSION 
<$TIME'SPACE> BOUNDS 
PERCEPTRONS 
COMPUTER NETWORKS 
GRAPH MATCHING 
ASSOCIATIVE <MEMORY/S> 
UNIFORM PROOF PROCEDURES 
PLANNER-LIKE LANGUAGES 
HILL CLIMBING 
<$TIME!SFACE> COMPLEXITY 
EVALUATION FUNCTIONS 
PROGRAM VERIFICATION 
FRAME THEORY 
PREDICATE CALCULUS 
GRAIN OF COMPUTATION 
PATTERN MATCHING 
RECOGNITION DEVICES 
PATTERN RECOGNITION 
STRUCTURED PATTERN RECOGNITION 
PATTERN DIRECTED FUNCTION INVOCATION 
RESOLUTION THEOREM PROVING 
MEDICAL CONSULTATION 
VISUAL COMMUNICATION 
A PARTIAL (-VALUATOR 
THE LANGUAGE PASCAL 
PHOTOGRAMMEVRY 
PICTURE RECOGNITION 
VISUAL PLANES IN THE RECOGNITION OF POLYHEORA 
PREFERENTIAL SEMANTICS 
THE GAME OF POKER 
PROCEDURAL EVENTS 
PRICE'S TUTORIAL 
PRODUCTIVITY TECHNOLOGY 
A REGION ANALYSIS SUBSYSTEM 
REPRESENTING REAL-WORLD KNOWLEOGE IN RELATIONAL PRODUCTION SYSTEMS 
ROBOTICS COOPERATION AND RESOURCE LIMITED PROCESSES 
USING S-L-GRAPHS 
RULE ACQUISITION CAPABILITIES 
SCENE SEGMENTATION 
SERIAL PATTERN ACQUISITION 
THE SIX SEVEN EIGHT NINE GAME 
SNARING DRAGONS 
SENTENCE MEANING IN CONTEXT 
SOFTWARE INTERRUPTS 
SEVERAL GOALS SIMULTANEOUSLY 
SHAPE GRAMMARS 
SIMULTANEOUS ACTIONS 
STATE DESCRIPTION MODELS 
STOCHASTIC MODELING 
A STEREO PAIR OF VIEWS 
STORAGE REDUCTION 
SYNTACTIC METHODS 
SYNCHRONIZATION OF CONCURRENT PROCESSES 
AI LECTURES 
THE COMPUTERS AND THOUGHT AWARD 

MEMOPY/S>::« MEMORY 
MEMORIES 

$WHAT2>- . - <JANY!PIECES> <JRE!TOPICS> 
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<$WHAT1>:.- <$RE!1*0PICS> 
<$WHAT2> 

<$WHERE1> :» AT <gWORKPLACE> 
IN <$W0RKPLACE2> 
W I T H SUMKX 

<$WORKPLACE>.-:- CM1J 
THE GM RESEARCH LABS 
THE INSTITUTE FOR SEMANTIC AND COGNITIVE STUDIES 
MASSACHUSETTS 
NRL 
NIH 
ROCHESTER 
RUTGERS 
SMC 
SRI 
STANFORD 
SUSSEX 
WATSON RESEARCH 
ILLINOIS 
HAMBURG 
EDINBURGH 

<$WORKPLACE2>.-:. THE SUNSHINE STATE 
THE U.S. 
THE USSR 
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SEWT>:: - [ <SS> ] 
SS>; : - <£ANY.PAPERS> <£ABOUT.TOPIC> 

< $ A R E T H E R E > <$ANY.JOURNALS> < $ A B O U T J O P I C > 
< $ A R E T H E R C > <JAMY.PAPERS> <$ABOUT.TOPIC> 
< $ A R E T H E R E > <$ANY.PAPE«S> I N <JJOURNAL> 
<$ARE.THERE> <$ANY.PAPERS> SINCE <$DATE> 
<$ARE.THERE> <<;ANY.PAPERS.* THAT MENTION THE <$DATES OF.THE.CONFERENCE> 
<$ARE.THERE:> <{ ;ANY PAPERS > W H I C H <$CITE.AUTHOR> 
<$ARE.THERE> ^ ; P A P E R S > <$ABOUT.TOPIC> 
< $ A R E > <JANY.JOURNALS> <$ABOUT.TOPIC> BUT NOT <$TOPICS> 
<SARE> <$ANY.PAPERS> <$ABOUT.TOPIC> 
< $ A R E > <$ANY.PAPERS> < $ A B O U T T O P I C > <$ALSO.ABOUT.TOPIC> 
< $ A R E > <$ANY.PAPERS> <$BY.AUTHOR> 
< $ A R E > < $ A N Y P A P E R S > FROM <$A.CONFEREU*CE> 
< $ A R E > <$ANY.PAPE«S> FROM <$JOURNAL> 

< $ A R E > <$ANY.PAPE«S> FROM <$THE.CONFERENCEFLS> I N THE MONTH o f <$DAT£> 
<SARE> <FAUTHOR7S> C I T E D BY <$ANY.PAPERS> 
< $ A R E > <$AUTHOR7.S> C I T E D I N <$ANY.PAPERS> 
<SARE> <$TOPICS> <$MENTIONED> ANYWHERE 
< $ A R E > < $ T O P I C S > <$MENTIONED> I N <JA.PAPER> 
< $ A R E > < $ T O P I C S > <$MFWTIONED> I N <$JOURNAL7.S> 
< $ A R E > A N Y . ;$BY.AUTHOR> 
< $ A R E > Y O U < $ A L W A Y S > <$THIS.SLOW> 
< $ D O ! D I D > < $ A N Y C O N F E R E N C E / S > <$MENTIONTOPIC> 
<$DO»DID> <$ANYCONFEREIVCE' /S> PUBLISH <$JOURNAL7S> 
< $ D O ! D I D > <$ANY.JOURNAL5> <$MENTION.TOPIC> 
< $ D O ' D I D > <§ANY.PAPERS> <$ABOUT.TOPIC> <$ALSO MENTION TOPIC> 
< $ D O I D I D > <$ANY.PAPERS> <J.ABOUT.TOPIC> <JMENTION.TOPIC> 
< $ D O ' D I D > <$ANY.PAFERS> <$ABOUT.TOPIC> EXIST 
< $ D O ' D I D > <*ANY.PAPERS> <£AL.SO MENTION TOPIC> 
< $ D O ' D I D > <$ANY.PAPERS> < { C I T F AUTHOR> 
< $ D O ' D I D > <$ANY.PAPERS> <F.MENT10N.TOPIC> 
< $ D O ! D I D > < $ A N Y PAPERS> <$MENTION.TOPIC> BUT NOT <$TOPICS> 
< $ D O ' D I D > < $ A N Y P A P E R S > <$THIS.YEAR> <$CITE.AUTHOR> 
<$DO»DID> <SAUTHORVS> PRESENT <&A.PAPER> AT <JTHE.CONFERENCE7S> 
<$DO>DID> <$AUTHOR;>S;> PRESENT <8A.PAPER> AT <$THE.CONFERENCE7S> I N <$DATE> 
< S D O ' D I D > <$AUTHOR:>S> PRESENT <:£PAPERS> AT <$THE.CONFERENCE7S> 
< S D O ' D I D > <$AUTHOR7S> PUBLISH <$A.PAPER> 
< $ D O ! D I D > <$AUTilOR:*S> WRITE <$APAPER> 
< $ D O ! D I D > <£AUTHOR7S> W R I T E <$A.PAPER> <$LATELV> 
< $ D O ' D I D > <$AUTHORXS> WRITE <$APAPER> <JTH1S.YEAR> 
< $ D O ' D I D > <$THE AUTHORS:* <tMENTION.TOPIC> 
< $ D O ' D I D > <$THE JOURNAL> PUBLISH ANYTHING I N <$DATE> OR <$DATE> 
< $ D O ! D I D > <STHE.PAPER> <f,CITE.AUTHOR> 
< $ D O ' D I O > ALL QUERIES TAKE THIS LONG 
< $ D O ' D I D > ANYONE PUBLISH <$ABOUT.TOPIC> I N <$THEJOURNAL> 
< $ D O ! D I D > RESPONSES EVER COME FASTER 
<$DO.THEY WORK> AT <$WORKPLACE> 
<$DOES!()OESN'T> <$THEPAPER> <$MENTION TOPIC> 
<$DOES!OOESN'T> <$THE.PAPER> REFERENCE <$A.JOURNAL> 
<$DOES!DOESN'T> <$TOPICS> <$GET.ME> <$MENTIONED> ANYWHERE 
<$DOES'DOESN'T> I T < $ A L W A Y S > TAKE THIS LONG TO ANSWER ME 
<$DON'T GET.ME> <$ANY.PAPEKS> <$ABOUT.TOPIC> 
<$GET.ME> < $ A JOURNAL> REFERENCED <$BY.AUTHOR> 
<$GET.ME> <$A.PAPER> AFTER <$DATE> 
<$GET.ME> <$ANY.PAPERS> <$ABOUT.TOPIC> 
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<$GET.ME> <fANYPAPERS> <f.ABOUT.TOPIC> BUT NOT <$TOPICS> 
<$GET.ME> <{ANYPAPERS> <$ABOUT.TOPIC> FROM <JDATE> TILL <8DATE> 
<$GET.ME> <tANYPAPERS> <fBY.AUTHOR> 
<$GET.ME> <JPAPERS> PRINTED IN <JTIME!PER)OD> 
<JGET.ME> <$QUANT1TY> <$PAPERS> <$ABOUTTOPIC> 
<$GET.ME> <tOUANTlTY> MORE PLEAGE 
<§GET.ME> EVERYTHING <$ABOUT.TOPIC> 
<£GET ME> SOME REV1EV/S <$ABOUT.TOPIC> 
<£GET.ME> SOMETHING <$ABOUT.TOPIC> 
<$GET.ME> SOMETHING FROM <$JOURNAL> <$ABOUT.TOPIC> 
<$GET.ME> THE <SAND!OR!AUTflOR!DATE!TITLE> FROM <$THEJOURNAL> 
<$GET.ME> THE <$AND'OR»AUTHOR'OATE(TITLE> OF <$THE.PAPER> 
<$GET.ME> THE <$AND!OR!AUTfiOR'.DATE«TITLE> OF EACH 
<$GET.ME> THE M E N U S 
<$HOW.MANY.PAPERS> <£ALSO. MENTION. TOPIC > 
<$HOWMANY.PAPERS> <$MENT10N.TOPIC> 
<$HOW.MANY.PAPE«S> <$THIS.YEAR> <$MF.NTION.TOPIC> 
<$HOW.MANY.PAPERS> <$WERE> <$BV.AUTHOR> 
<$HOW.MANY.PAPERS> <$WERE> <$BY.AUTHOR> AND NOT <$AUTHOR'̂ S> 
<$HOW.MANY.PAPERS> <$WERE> <$WR1TTEN!PUBL1SHED> FROM <$DATE> TO <$DATE> 
<$HOW.MANY.PAPERS> FROM <$DATE> THROUGH <$DATE> <$MENTIONED.TOPIC> 
<$HOWMANY.PAPERS> HAVE <$AUTHOR'/S> <$WRiTTEN!PUBLISHED> SINCE <$DATE> 
<$HOW.MANY> <$JOURNAL7S> <$MENTION.TOPIC> 
<$HOW.MANV> REFERENCES <JARE> GIVEN 
<SIS.THERE> <£A CONFERENCE* IN <JGEOPLACE> 
<SIS.THERE> <f.A.JOURNAL* FROM <$DATE> OR <$DATE> 
<$ISTHERE:> <JA.PAPER> <$ABOUTTOPIC> 
<$IS THERE:> ANYTHING NEW <$ABOUT.TOPIC> 
<$IS> <$AUTHORVS> BUT NOT <$AUTHOR3S> CITED I N <$ANY.PAPERS> 
<$IS> <$AUTHORVS> CITED BY <$ANY PAPERS> ISSUED I N <$TIME!PERIOD> 
< $ I S > <$AUTHOR7S> CITED BY <$THESE PAPERS> 
<$IS> <$AUTHOR2S> CITED IN <$ANY.PAPERS> 
<$TS> <SAUTHORZS> CITED IN <JTHF.PAPER> 
<$IS> <$TOPICS> <$MF.NTIONED> 
<$JS> <$TOPICS> <JMENTIONED> <$LATELV> 
<$JS> <$TOPICS> <f.MENTIONED> ANYWHERE 
<$JS> <$TOPICS> <$MKWTIONED> IN <$APAPER> 
<$JS> <$TOPICS> <$MKNT10NED> SOMEWHERE 
<$IS> <$TOPICS> <£MENT10NED> SOMEWHERE <£LATELY> 
<$JS> IT <£WR1TTEN!PUBL1SHED> BY <$THEAGSOCIATION.FORCOMPUTATIONAL.LINGUISTICS> 
<$IS> IT <5Wtt)TTEN!P!JBLISHED> BY <$THEJOURNAL > 
<SIS> THAT <$ABOUT TOPIC> 
< $ K ) L L > 
<gOUAWTlTY> 
< S 0 U A N T 1 T Y > PLEAGE 
<$WE'RE. INTERESTED ) N > <$JOURNAL7S> AFTER <$DATE> 
:SWE , RE.INTTRESVED.LN> <$PAPERS> <$ABOUT.TOPIC> 
:SWE'RE. INTERESTED. IN> <$PAPERS> <$WR1TTEN!PIJBLISHED> I N <JT IME!PERIOD> 
:SWE'RE. INT, :RI :SVED.IN> <$PAPERS> ISSUED SINCE <$DATE> 
:$WE ,RE.lNTERESTi:i).lN> <$PAPERS> SINCE <$DATE> 
SWE'RE.INTERESTED I N > <$TOPICS> 
$WERE> <-$ANY.PAPERS> <<;HY AUTHOR> 
$ W E R E > <fcANY.PAPERS> <tWRlTTEN'PIJBLISHED> <$ABOUT.TOPIC> 
$WERE> <<:ANYPAPERS* <fcWRITTEN!PUBLISHED> IN <&GEOPLACE> OR IN <$GEOPLACE> 
$WERE> ANY <$WR1TTEN!PIJBL1SHED> AFTER <$DATE> 
$WHAT.ABOUT> <$AUTHORI;S> 
$WHAT ARE> SOME OF THE AREAS OF <$TOPICS> 
$WHAT.ARE> THE <$AND!OR!AUTHOR!DATE!TITLE> OF THE RECENT <$JOURNAL> 
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<$WHATARE> THE KEY PHRASES 
<$WHAT.ARE> THEIR AFFILIATIONS 
<$WHAT.HAS> <$AUTHOR7S> <$WRITTEN!PUBLISHED> <$LATELV> 
<$WHAT.IS> <$HER!H)S> AFFILIATION 
<SWHAT.IS> KNOWN ABOUT EVERY ARTICLE 
<SWHAT.IS> THE <$AND!OR!AUTHOR!DATE(TlTLE> OF <$QUANTJTY> 
<SWHAT.IS> THE <$AND!OR!AUTHOR»DATE!TJTLE> OF <$THE.PAPER> 
<$WHAT.IS> THE <SAND!OR'AUTHOR!DATE!TJTLE> OF THAT PIECE 
<$WHAT IS> THE SIZE OF THE DATA BANK 
<$WHEN.WAS> <$HUMAN.PROBLLM$OLVlNG> <$WRITTEN!PUBLISHE(>> 
<$WHEN.WAS> <$THE.PAPER> <$WR1TTEN»PUBL1SHED> 
<$WHEN.WAS> <$TOPICS> <$MENT10NED> 
<$WHEN.WAS> IT <$WR1TTEN!PUBLISHED> 
<$WHEN.WAS> THE LAST PAPER <JBY.AUTHOR> <JWRITTEN!PUBLISHEO> 
<$WHERE IS:> <$TOPICS> <£MENUONED> 
<$AVH1CH AUTHORS:* WORK AT <$GEOPLACE> OR AT <$GEOPLACE> 
<$WH J CH AUTHORS:* WORK AT <$WORKPLACE> OR AT <$WORKPLACE> 
<$WH)CH.AUTHOR5> WORK WITH <$WORKPLACE> OR AT <SGEOPLACE> 
<$WH1CH.0FTHESE> <$AB0UT.T0P1C> <$ALSO MENTION TOPIC> 
<$WH}CH.OFTHESE> <$AKOlJT.TOPJC> <$MENTION.TOPIC> 
<$WH)CH.OF.THESE> <$AB0UT.T0P1C> <$WERE> <$WRITTEN!PUBLISHED> <{LATELY> 
<$WH)CHOF HIESE:> <$:ARE> <-£BY.AUTHOR> 
<$WH)CHOE.THESE> <1BY AUTHOR> <JARE> REFERENCED 
<$WH1CH OE.l HFSE> <4CITE.AUTHOR> 
<$WH1CH.0F.THESE> ^CONTAINED> <$THE.PAPER> <$BY.AUTHOR> 
<$WH)CH.OF.THESE> <iCONTAINED> <$TOPICS> 
<$WH1CH OFTHESEn ^MENTIONTOPIC> 
<$WH)CH.OFTHESE> <$MEWT10NED.TOPIC> 
<$WH1CH.0FTHESE> <JWERE> <JBY.AUTHOR> 
<$WHICHOFTHESE> <.$WEHE> <$BY.AUTHOR> SINCE LAST YEAR 
<$WH1CH0FTHESE> <<:WERE> <$WR1TTEN!PUBLISHED> AT <$WORKPLACE> OR AT <$WORKPLACE> 
<$WH1CH.0FTHESE> APPEARED <Jl ATELY> IN <$THEJOURNAL> 
<$WHICHOF.THESE:> CITES <$AUTHOR7S> 
<$WH1CH0F THESE:. MENTIONS <$TOPICS> 
<$WH1CH.0F THESE:* REFER TO THESE 
<$WH1CH.0FTHESE:> WAS <$BY.AUTHOR> 
CAN I HAVE <$THESE.PAPERS> LISTED 
CAN YOU HELP ME 
CHOOSE AMONG <$JOURNAL7'S> BEFORE <$DATE> 
DURING WHAT MONTHS <$WERE> THEV <$WR1TTEN!PUBLISHED> 
GENERATE A COPY OF THOSE 
HAS <$AUTHOR;>S> <$WRITTEN!PIJBL1SHED> <$ANY.PAPERS> <$THIS.YEAR> 
HAS <$AUTHOR7S> <$WR1TTEN!PIJBLISHED> ANYTHING <$LATELY> 
HAS <$AUTHOR:>S> BEEN REFERENCED IN <$ANY.PAPERS> 
HASN'T <$A.PAPER> <$ABOUT.TOPIC> BEEN RELEASED 
HASN'T <$TOPICS> BEEN CONSIDERED IN <$JOURNAL> 
HAVE <$ANY PAPERS> <$BY.AUTHOR> APPEARED 
HAVE <$ANY.PAPERS> APPEARED <$ABOUT.TOPIC> 
HAVE <$AUTHOR:>S> <$WRlTTEN!PUBLiSHED> <JTHIS.YEAR> 
HAVEN'T YOU FINISHED 
HELP 
HOW BIG IS THE DATA BASE 
HOW CAN I USE THE SYSTEM EFFICIENTLY 
HOW LONG <$DOES 1T.TAKE> 
I'D LIKE TO KNOW THE <$AND!OR!AUTfIOR!DATE'TITLE> OF <$THE.PAPER> 
LIST <SQUANT1TV> HUNDRED 
LIST BETWEEN <$QUANT1TY> AND <$QUANT1TY> OF THEM 
LIST THE <$PAPERS> <$BY.AUTHOR> 
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NO MORE PLEASE 
NO THANKS 
OK 
PLEASE HELP ME 
PLEAGE LIST <$THE AUTHORS* 
PLEAGE MAKE ME A FILE OF THOSE 
PRINT <$QUANT1TY> 
PRODUCE A COPY OF <$QUANT1TY> <$PAPERS* 
SELECT FROM <$PAPERS> <$ABOUT.TOPIC> 
SHOW ME <$QUANTJTY> 
SHOW ME ITS <SAND»OR!AUTHOR!DATE!TITLE> 
SUBSELECT FROM <$TOPICS> 
SURE THANKS 
TELL ME <$WHAT.TODO> 
TELL ME THE <SAND)OR!AUTHOR!DATE!TITLE> OF <$QUANTITY> 
THANK YOU <$WE'KE> DONE 
TRANSMIT <<;OIJANTITV> 
WHAT <£AGOUTTOPIC* 
WHAT <gCAN I DO> TO SPEED YOU UP 
WHAT <$D01HAVE.TC>00* 
WHAT <$IS> ITS <$AND!OR»AUTHOR'DATE»T1TLE> 
WHAT <:$J0URNA17S> DURING <$DATE* AND <JOATE> <$MENTION.TOPIC> 
WHAT <£PAPERS> < vMENTlON TOPIC* 
WHAT <$SORT OF SUMMARY;- IS AVAILABLE 
WHAT ADDRESS IS GIVEN FOR <£THEAUTHORS> 
WHAT ADDRESSES ARE GIVEN FOR <JTHEAUTHORS> 
WHAT CAN <$THE SYSTEM 00* 
WHAT CONFERENCE WAS AT <$WORKPLACE> OR AT <$GEOPLACE> 
WHAT CONFERENCE WAS AT <$WORKPLACE> OR AT <JWORKPLACE> 
WHAT FACTS <$ARE> STORED 
WHAT KEY WORD RELATES TO <$TOPICS> 
WHAT KEY WORDS SHOULD I USE FOR <$TOPICS* 
WHAT KIND OF MENUS <$ARE THERE* 
WHAT KINDS OF SUBJECTS <$ARE* STORED 
WHAT MUST I ASK 
WHAT SHOULD I ASK 
WHAT SHOULD I SAY 
WHAT SORTS OF ^TOPICS* <$ARE> <$MFNTIONED> 
WHAT SUBJECT CAN I REQUEST 
WHAT TOPIC MENU CAN I CHOOSE 
WHAT TOPICS <$ARE> REIATED 10 <$TOPICS* 
WHAT TYPES OF <$ RETRIEVAL CAN HEARS AY.D0> 
WHEN WILL YOU HAVE THE ANSWER 
WHERE <-$ARE> <$TOPICS> <JMENTI0NED> 
WHERE <$D0 THEY WORK* 
WHERE DID <$THl. PAPER* APPEAR 
WHICH <$AI TEXT* <$CONTAINED> <$TOPICS* 
WHICH AUTHORS <$MENTION TOPIC* 
WHICH CONFERENCES WERE AT <$GEOPLACE> OR AT <$GEOPLACE> 
WHICH IS <SQUANT1TY> 
WHICH NOTES <$ABOUT TOPIC* <$ALSO.MF.WTION.TOPIC> 
WHICH ONES 
WHICH SORT OF <$RETRIEVAl KEYS* CAN I SEEK 
WHICH TITLES <$MFWTIONTOPIC* 
WHICH WAS THE LAST ARTICLE <$BY.AUTHOR> 
WHO 
WHO HAS <$WR1TTEN!PUBLISHE0> <$ABOUT.TOPIC> 
WHO WAS QUOTEO IN <£THE.PAPER* 
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W H O W A S T H E A U T H O R 

W H O W E R E < $ T H E A U T H O R S * O E < $ T H E . P A P E R > 

W H O W R O T E < £ P A P E R S > < $ ; A ( J O U T . T O P I C > < $ T H I S . Y E A R > 

W H O W R O T E I T 

W H Y I S T H E S Y S T E M <$THIS .SL0W> 

W O U L D Y O U L I S T < $ , Q U A N T I T Y > 

W R I T E A E I L E O F T H O S E 

Y E S P L E A S E 
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<$RETRIEVAL.CANHEARSAY.DO>. - <$RETRIEVALCAN.HEARSAY> DO 
<$DOES.IT.TAKE>- DOES IT TAKE 
<$0ATES.0F TH E CONEE R E NCE >: *• DATES OF <$THE.C0NFERENCE7,S> 
<$WHAT.TO.DO>.-:- WHAT TO DO 
<$CAN.1.00>::- CAN I DO 
<$THE.SYSTEM 00>. - THE SYSTEM DO 
<$DO.I.HAVE.TO.DO>::. DO I HAVE TO DO 
<$THE.AUTHORS> - THE AUTHORS 

ANY AUTHORS 

<$KILL>-» <CEASE.PRINT1NG> 
PLEASE <CEASE.PRINTING> 
<CEASE.PRINTING> PLEASE 

<CEASE.PRINT1NG>::« <CEASE> <PRINT1NG> 
<CEASE>CEASE 

STOP 
TERMINATE 
FINISH 
QUIT 
KILL THE 

P R I N T I N G ^ PRINTING 
LISTING 
TRANSMITTING 



AIX15 

<$HOW.MANY>-.:« MOW MANY 
<$HOWMANY.PAPERS>.- HOW MANY <$PAPERS> 

HOW MANY OF THESE 
<$ARE.THFM:>:;.. <ARE!WERE> THERE 

<$DO!DID> YOU HAVE 
<SDO!DIO> YOU HAPPEN TO HAVE 

<ARE!WERE>::* <$AR£> 
<$WERE> 

<$WERE> •< WERE 
WEREN'T 
WERE NOT 

<$DO!DID>::- DO 
DON'T 
DID 
DIDN'T 

<$DOES!DOESN'T>:« DOES 
DOESN'T 

<$GET.ME>:- <GET'GIVE> ME 
<GET!G1VE> 
TRY TO GET 
TRY TO GET ME 
COULD YOU RETRIEVE 
<I!WE> <DEMAND»WANT> 
<J!WE> <DEMAND»WANT> TO <SEEi(JET> 
<rD!WE'0> LIKE TO <SEE!0ET> 

<GET!G1VE>::» GET 
GIVE 

<l!WE>::r I 
WE 

<DEMAND!WANT>-. DEMAND 
DESIRE 
WISH 
WANT 

< r D ! W E ' 0 > I ' D 
WE'D 

<SEE!(iET>.:- SEE 
GET 

<$DON'T GET ME> «• DON'T <$GET.ME> 

<gWHERE 1S>.:* WHERE IS 
<$ IS> - IS 

ISN'T 
WAS 
WASN'T 

<$ARE>::r ARE 
ARE NOT 
AREN'T 

<SIS.THr.RE:> <SIS> THERE 
<$HER!!I)S>:- HER 

HIS 
<$WHAT.HA$>::« WHAT <HAS!HAVE> 
<HAS!HAVE>::« HAS 

HAVE 
<$WHEN.WAS> - WHEN WAS 

WHEN WERE 
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<$0O.THEV.WORK> - <DO.THEV> WORK 
<DO.THEY> - <$DO'DID> THEY 

<$DOES!DOESN'T> <HE!SHE> 
<HE!SHE>::. HE 

SHE 

<$WE'RE.INTERESTED )N> - <$WE'RE> INTERESTED.IN> 
<$WE'RE> ONLY ^INTERESTED1N> 
THE AREA <$WE'RE> INTERESTED IN> IS 
THE ONLY AREA <JWE'RE> <INTERESTEt).lN> IS 
<LET'S> <RESTR1CT> <OURSELVES> TO 

<$WE'RE> - WE'RE 
WE'VE BEEN 
WE HAVE BEEN 
<I'M> 

<I'M>::- I'M 
I AM 

INTERESTED )N> - INTERESTED IN 
<LET'S>- LET'S 

LET <USiME> 
<US!ME> - US 

ME 
<RESTRICT>.:* RESTRICT 

CONFINE 
LIMIT 

<OURSELVES>OURSELVES 
OUR ATTENTION 
MYSELF 

<$WHAT.ABOUT>::- WHAT ABOUT 
<$WHAT.ARE>-r WHAT ARE 
<$WHAT.IS>:-.- WHAT IS 

WHAT'S 
<$WH1CHAUTHORS* * V/HICH AUTHORS 
<$WHICHOF.THESF* * WHICH OF <THESE!l"HEM> 

WHICH PAPER 
W\i)CM <$PAPERS> 
WHICH <SJOURNAl> 
WHICH <$J0URNAL7S> 

<THESE!rHEM>:- THESE 
THEM 
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<$WORKPLAC £ > : . r CMU 

NIH 
NRL 
RUTGERS 
SMC 
SRI 
STANFORD 
SUMEX 
THE GM RESEARCH LABS 
THE INSTITUTE FOR SEMANTIC AND COGNITIVE STUDIES 
WATSON RESEARCH 

<$GEOPLAC;:> - EDINBURGH 
HAMBURG 
ILLINOIS 
MASSACHUSETTS 
ROCHESTER 
SUSSEX 
THE SUNSHINE STATE 
THE U.S. 
THE USSR 

<$LATELV>•:. LATELY 
RECENTLY 
IN RECENT TIMES 

<JWR)TTEN'PUBLISHED> - WRITTEN 
PUBLISHED 
PRODUCED 

<$ALWAYS>::« ALWAYS 
REGULARLY 
USUALLY 

<$TH)S SLOW> - <THIS!SO> SLOW 
< T H 1 S ' S 0 > - THIS 

SO 
<gCONTAINED>. = CONTAINED 

CONTAINS 

<$SORT.OF SUMMARY>- SORT OF SUMMARY 
SORTS OF SUMMARIES 
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<$ALSO.CITE AUTHOR* - ALSO <$CITE AUTHOR* 
<$CITE AUTHOR* <INADDITION* 

<$CITE AUTHOR*- - <CITE > <$AUTHOR7S* 
REFER TO <$PAPERS* BY <$AUTHOR*S* 

<CITE->::« CITE 
QUOTE 
REFERENCE 
DISCUSS 

< I N ADDITION* - IN ADDITION 
ALSO 
SIMULTANEOUSLY 

<$ALSOBY.AUTHOR*. <= ALSO <£BY AUTHOR* 
<SBY.AUTHOR> <IN ADDITION* 

<$BY.AUTHOR*. - <WRITTENBY> <$AUTHOR*S* 
<WRITTEN BY> * BY 

WRITTEN BY 
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<$DATE>::- <VEAR> 
<MONTH> <YEAR:» 
<MONTH> OF <YEAR> 
<MONTH> OF <$THIS.YEAR> 
< MONTH > 

<VEAR> ;«* <CENTURY> <$NUMBER 1~99> 
<CENTURY> HUNDREO <$NIJMBER J - 9 9 > 
<CENTURY> HUNDRED 

<CENTURY>:-•- NINETEEN 
EIGHTEEN 
SEVENTEEN 
SIXTEEN 

<MONTH>:« JANUARY 
FEBRUARY 
MARCH 
APRIL 
MAY 
JUNE 
JULY 
AUGUST 
SEPTEMBER 
OCTOBER 
NOVEMBER 
DECEMBER 

<$TIME'PC!UOD><SQUANT1TY> <DAYS!MONTHS!YEARS> 
<DAYS!MOWTHS!VEARS>.:- MONTHS 
i DAYS 

YEARS 

<$THIS.YEAR>::- THIS YEAR 
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<$QUANTITY> » THE <LAST> <$NUMHERl-99> 
THE <LATEST> <$NUMBER 1-99* 
THE <LATEST> 
<$NUMBERl-99> 
UP TO <$NUMBERl-99> 

<LAGT>: * LAST 
NEXT 
FIRST 

<LATEST>: - EARLIEST 
LATEST 
NEWEST 
OLDEST 
MOST RECENT 

; < NUMBER> <$NUMBERl-99> 
; < HUNDREDS* <$NUMBERl-99> 
; < HUNDREDS> ::- < DIGITS* HUNDRED 
; A HUNDRED 
<$NUMBERl-99> - < NUMBER2> 

< TEENS* 
< DIG1TS> 

< NUMBER2>::- < TENS* 
< TENS* < DIGITS* 

< TEENS* ::. NINETEEN 
TEN 
ELEVEN 
TWELVE 
THIRTEEN 
FOURTEEN 
FIFTEEN 
SIXTEEN 
SEVENTEEN 
EIGHTEEN 

< TENS* TWENTY 
THIRTY 
FORTY 
FIFTY 
SIXTY 
SEVENTY 
EIGHTY 
NINETY 

< DIGITS* ::- ONE 
TWO 
THREE 
FOUR 
FIVE 
SIX 
SEVEN 
EIGHT 
NINE 
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<$AND!OR!AUTHOR!DATE!TlTLt>::-= AUTHORS 
DATES 
PUBLISHERS 
TITLES 
<AUTHOR!DATE!TJTLE> 
<AUTHOR!DATE'TITLE> <AND!OR 3> <AUTHOR!DAT£!TITLE> 

<AUTHOR!DATE!TITLE>::- AUTHOR 
DATE 
PUBLISHER 
TITLE 

<AND)OR 3 > - - AND 
OR 
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<SALSO ABOUT T O P I C > - <JN ADDITION* <$ABOUT.TOPIC> 
<$ABOUT.TOPIC* <INADDIT10N> 
W H I C H <1N ADDITION* <$MKNT10N.TOPIC* 
WHICH < MM NT ION TOPIC/WHICH* <IN.ADDITION* 

<$ABOUT.TOPIC>.-:. <ABOUT * A T O P I C S * 
<WH)CH»THAT> <MKNTIONTOPIC/WHICH* 

<WH)CH!THAT>::- WHICH 
THAT 

<$ALSO MENTION TOPIC* » <IN ADDITION* <$MENTI0N.TOPIC> 
< $ M F. NT ION. TOPIC* < IN ADDITION* 

<$MF.NTION TOPIC* *• <MFNT ION TOPICXWHICH* 
<$ABOUT.TOPIC> <$ARE THERE* 

<MF.NTION.TOPICZWH)CH>.-:r < M F N T I 0 N * ATOPICS* 
<$ARETHERE* <-tABOUTTOPIC* 
<ARE(HAVE.BEEN> <$ABOUT.TOPIC> 

< A B O U T * - ABOUT 
<MENTIONING > 
ON 

<MENTION> . : r CONCERN 
CONSIDER 
CONTAIN THE <PHRASE7S!WORD7S.* 
DESCRIBE 
DISCUSS 
DISCUSSES 
MENTION 
REFER TO 
RELATE TO 

<MENTIOiMING> = CONCERNING 
DISCUSSING 
MENTIONING 
REGARDING 
REFERRING TO 

<PHRASE7S'WORD7S* = <PHRASE!WORD> 
<PHRASES!WORDS> 

<PHRASE«WORD>:-. PHRASE 
WORD 

<PHRASES<WORDS>- PHRASES 
WORDS 

<ARE'.HAVE.BEEN>ARE 
HAVE BEEN 

SMENTIONED.TOPICv . r <SMENTIONED> ATOPICS* 
$ MENTIONED >••••«• <SMENTAONED!DISCUSSED> 

HAVE <$MENTIONED'DISCUSSED* 
LAST <£MENTIONED!DISCUSSED* 
WRITTEN UP 

SMENT10NED,DlSCUSSED>--:«= MENTIONED 
CONCERNED 
DISCUSSED 
REFERRED TO 
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<$ANY.PAPERS>.-:« <ANY!MAWY)50ME> <JPAPERS> 
<ANY!MANY»$OME> OF <THESE!THOSE> 
<ANY!MAWY!SOME> OF <THESETHOSE!THE> <$PAPERS> 

<$A.PAPER>.-:- A <PAPER7C> 
A <ADJfvPAPERHC> <PAPER> 
AN < P A P E R W > 
AN <ADJfvPAPER2V> <PAPER> 
<$A.CONFERENCE> <PAPER> 
ANOTHER <-PAPER> 
ANOTHER <ADJf*PAPER> <PAPER> 

<PAPER>. - <PAPER>!C> 
<PAPERZV> 

<PAPERXC>: . BOOK 
PAPER 
REPORT 
STORY 

< P A P E R / V > : : . ABSTRACT 
ARTICLE 
SUMMARY 
SURVEY 

<ADJfiPAPER>.-:r <ADJj;PAPERtfC> 
<ADJf;PAPER>!V> 

<AOJ^PAPERXC>::- TECflNICAL 
COMPUTING SURVEY 
<RECENT»CURRENT> 
<RECENT'CURRENT> <ADJ^JOURNAL> 

i <ADJ^ JOURNAL 7C> 
; <ADJ^ JOURNAL 7C> <JOURNAL> 

<RECENT!CURRENT> <SJOURNAL> 
<JOURNAL7C> 
<NAME> JOURNAL 7C> 
< RECENT'CURRENT > <ADJ?>JOURNAL> <J0URNAL> 

<ADJfvPAPER:/V> «- <A0J-J()URNAL7V> 
<AC)JfvJOURNAL7V> <JOURNAL> 
<NAME$UOIJRNAL7V> 
<$A1JOURNAL> 

<JTHK.PAPER>::n <THIS!THAT!THE> <PAPER> 
<TH1S!THAT!THE> <ADJfvPAPER> <PAPER> 

<$THESE.PAPERS>: - <THESE!THOSE> <JPAPERS> 

<$PAPERS>:« <PAPERS> 
<PAPERS> ON AI 
<ADJr,PAPER> <PAPERS> 
<PAPERS> IN THE SIGART NEWSLETTER 

; <$JOURNAL.7S> <$ABOUT.TOPIC> 
<PAPERS>.-:.- ABSTRACTS 

ARTICLES 
BOOKS 
PAPERS 
REPORTS 
STORIES 
SUMMARIES 
SURVEYS 

<THIS!THAT!THE>::r THIS 
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THAT 
THE 

<THESE!l'HOSE>THESE 
THOSE 

<THESEH'HOSE!THE> «= THE 
THESE 
THOSE 

<ANY!MANY>SOME> - ANY 
MANY 
SOME 
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: $ A N Y J O U R N A L S > « ANY <$J0URNAL7S> 
A N Y <RECENT»CURRENT> <$JOURNALS> 

:$A JOURNAL > A <J0URNAL7C> 
A <J0lJRNAl.7.C> <OF.THF/\DJ-C:ONFERENCE> 
A <NAMEf>J0URNAL7C> 
A <ADJfvJOURNAL 7C> <JOURNAL > 
A <ADJcvJ0URNAL7C> <CONFEHENCE> <JOURNAL> 
AN <J0LJRNAL7V> 
AN .-JOURNAL7V> <OF.THE At)J~CONFERENCE> 
AN <NAM(^ JOURNAL 7V> 
AN <ADJf\IOURNAL7V> <JOURNAL> 
AN <ADJ<vJOURNAL7V> <CONFEREIvCE> <JOURNAL> 

:$JOURNAL> * <JOURNAt> 
<$NAMEr> JOURNAL > 

J O U R N A L < J 0 U R N A L 7 C > 
<J0URNAL7V> 

JOURNAL 70>r JOURNAL 
P R O C E E D I N G 
PROCEEDINGS 
SUMMARY 
T R A N S A C T I O N 

J O U R N A L 7 V > : = ISSUE 

:£NAME<; JOURNAL > « <NAMEfvJOURNAL7C> 
<NAMCf.JOURNAL7V> 

:NAMEf.JOURNAL7C>CACM 
<$COGNJTIVE.PSYCHOLOGY> 
C O M P U T I N G SURVEYS 
SURNOTES 
SIGART NEWSLETTER 
C O M P U T I N G REVIEWS 

NAMEiiJOURNAL 7V> = ARPA SURNOTES 
< S I N F O R M A T I O N AND CONTROL> 

ADJ^JOURNAL > - <ADJfvJOURNAL7V> 
<ADJ<; JOURNAL 7C> 

: A D J r v J O U R N A L 7 V > A I 
I J C A I 
A C M 
ACL 
IEEE 
IFIP 

;$THE JOURNAL^- THE <$JOURNAL7S> 
THE <$NAMErvJOURNAL> 
THE <ADJf>JOURNAL> <$J0URNAL7S> 
THE <ADJfvJOURNAL> <CONFERf!NCE> <$J0URNAL7S> 
THE <$JOURNAL7S> <OF.THRADJ-CONFERENCE> 
<SJOURNAL7S> <OFTHE/\DJ-CONFEHENCE> 

:£JOURNAL7S>:- <JOURNALX> 
<RECENT!CURRENT> <JOURNALK> 

JOURNALK><JOURNAL> 
<$JOURNALS> 

;$JOURNALS>- <JOURNALS7.V> 
<JOURNALS/C> 

JOURNALS7C>-= JOURNALS 
COMMUNICATIONS 
PROCEEDINGS 
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TRANSACTIONS 
VOLUMES 

<JOURNALSXV>: = ISSUES 

<OF.THEA(>J-CONFERENCE* - OF THE <AOJr> JOURNAL* 
OF THE <ADJftJOURNAL> CONFERENCE.* 



^ C O N F E R E N C E * - A N <ADJACONFERENCE7V* C O N F E R E N C E * 
ANOTHER <:AD4R>C0NFERENCE> C O N F E R E N C E * 
A <RECENT.ADJ CONFERENCE* 

: R E C E N T A D J CONFERENCE* *- <RECENTICURRENT> <ADJSCONFERENCE> <CONFERENCE> 
<RECENT'CURRENT> CONFERENCE.> 

NEXT L I N E SHOULD BE <ADJPCONFEHENCE'/C> <CONFERENCE.> 
C O N F E R E N C E ^ 

:ADJfvCONFEREICCE* ^ <ADJ^CONFERENCE?,V> 
:ADJfvCONFERENCEVV>: <= A I 

I J C A J 
A C M 
IEEE 
I F I P 

[CONFERENCE.>••- CONFERENCE 
C O N V E N T I O N 
M E E T I N G 
S E S S I O N 

[CONFERENCES > = CONFERENCES 
C O N V E N T I O N S 
M E E T I N G S 
SESSIONS 

:RECENT!CURRENT> :° RECENT 
CURRENT 
N E W 

$ANY.CONFERE !v 'CE/S* - A N Y <RECE NT. AD J C O N F E R E N C E S * 
RECENT A D J C O N F E R E N C E / S * - <REC£NT!CURRENT> <ADJr>CONFERENCE> C O N F E R E N C E S 

< RECENT C U R R E N T * C O N F E R E N C E / S * 
< A D J ^ C O N F E R E N C E * C O N F E R E N C E S * 

C O N F E R E N C E S * - C O N F E R E N C E * 
C O N F E R E N C E S * 

STHECONFERENCE7S* •? THE <RECENT.ADJCONFERENCES* 
I J C A I 
I F I P 
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^INFORMATION AND CONTROL>* INFORMATION AND CONTROL 
<$COGNITIVE.PSYCHOLOGY>:- COGNITIVE PSYCHOLOGY 
<$AI JOURNAL^ * AI JOURNAL 
<$A1 TEXT>.- AI TEXT 

<$THE ASSOC J ATI ON.FOR COMPUTATIONAL LINGUISTICS:* * THE ASSOCIATION FOR COMPUTATIONAL LINGUISTICS 
<$RETRIEVAL CAN HEARSAY>. • RETRIEVAL CAN HEARSAY 
<$HUMANPROBLEMSOLVING>.r HUMAN PROBLEM SOLVING 
<$RETRIEVALKEYS>: - RETRIEVAL KEYS 
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<$AUTH0R7S>::= <AUTHOR> 
<AUTHOR> <AND»OR i> <AUTHOR> 

<AND!OR l > . - : o AND 
OR 

<AUTHOR>:.-« ALIEN COLLINS 
ALIEN NEWELL 
ANN RUBIN 
ANTHONY MARTELLI 
AZR1EL ROSENFELD 
BERNARD MELFZER 
BERT RAPHAEL 
BILL WOODS 
BONNIE NASH-WEBBER 
BRUCE BUCHANAN' 
CARL HEWITT 
CHRISTOPHER RIESBECK 
CHUCK RIEGER 
DANNY BOBROW 
DAVE RUMELHART 
DAVID MARR 
DAVID MICHIE 
DICK SELTZER 
DONALD NORMAN 
DOUG LENAT 
DREY/ MCDERMOTT 
DREYFUS 
EARL HUNT 
EARL SACERDOTI 
ED FEIGENBAUM 
ED RISEMAN 
ELLIOT SOLOWAY 
ERIK SANDEWALL 
EUGENE CHARN3AK 
FEIGENBAUM 
FELOMAN 
GARY HENDRIX 
GEORGE ERNST 
G1PS 

HANS BERLINER 
HARRY BARROW 
HERB SIMON 
HERBERT BLOCK 
HILARY PUTNAM 
HOLLAND 
HUGH NAGEL 
IRV SOB EL 
ISSAC ASIMOV 
JACK M INKER 
JACK MOSTOW 
JAMES SLAGIE 
JEAN SAMMEV 
JEFFREY UI.LMAN 
JE.RRY EE!OMAN 
JOHN GASCHNIG 
JOHN HOLLAND 
JOHN MCCARTHY 
JOHN NEWCOMER 
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JOSEPH Wf'IZENBAUM 
JUDEA PEARL 
KARL PINGIE 
KEITH PRICE 
KEN. COLBY 
KEN RALSTON 
KING SUNG FU 
LAURENT SIKLOSSV 
LEE ERMAN 
LEONARD UHR 
LES EARNEST 
LINDA MAS INTER 
MADELINE BA1ES 
MARVIN M1NSKY 
MARY NEWBORN 
MARY SHAW 
MICHAEL ARBIB 
MIKE RYCHENER 
M1NSKY 
MITCHELL NEWEY 
NEWELL 
NILS NILSSON 
NIL550N 
NORISUZUKI 
PAMELA MCCORDUCK 
PAT WINSTON 
PERRY THORNDYKE 
PETER KUGEL 
RAJ REDDY 
RANAK BANERJ1 
RAYMOND SPROULL 
REDDY 
RICH FIKES 
RICH SMITH 
RICHARD MICHALSKI 
RICHARD V/ALDINGER 
RICK HAYES-ROTH 
ROBERT REITER 
ROGER SCHANK 
RON OHLANDEH 
ROSENFELO 
SCOTT rAHLMAN 
SEYMOUR PAPERT 
SIMON 
STEVE COLES 
STEVE REED 
STEVE ZUCKER 
TED SHORTLIFFE 
TERRY Wi NOG RAD 
THOMAS MARSLAND 
THOMAS SYKES 
UHR 
VIC LESSER 
WALIY RHOMBERG 
WOODS 
WOODY BLEDSOE 
YORICK WILKS 
ZOHAR MANNA 
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<-$TOPICS> - <AND!OR»TOPICS> 
W I N O C R A D ' S ARTICLE 

< A N D ! O R ' T O P I C S > * < T O P I C > 
< T O P I C > <AND!OR 2> <TOPIC> 

<AND!OR 2>-:T A N D 
OR 

< T O P I C > : . - r A C A I MONITOR 
A C O M M O N SENSE A L G O R I T H M 
A G A M E MODEL 
A L O S I N G M O V E 

A M U L T I L E V E L O R G A N I Z A T I O N 
A PACKET BASED APPROACH TO NETWORK COMMUNICATION 
A PARTIAL EVALUATOR 
A PROGRAM SYNTHESIZER FOR NETWORK PROTOCOLS 
A P R O G R A M M I N G APPRENTICE 
A PROOF CHECKER FOR PROTOCOL TERMINATION EXPRESSIONS 
A R A D I O I N T E R V I E W ON SCIENCE F I C T I O N 
A REGION A N A L Y S I S SUBSYSTEM 
A STEREO P A I R OF V I E W S 
A TASK ORIENTED DIALOGUE 
A T H A U M A T U R G I S T 
A THEOREM PROVER P L A N N I N G FOR PROGRESS 
A T I M E D O M A I N A N A L V 2 E R 
A TUTOR OR TUTORING ON TV 
A T V REPORTER 
A B S T R A C T I O N 
A C Q U I S I T I O N OF KNOWLEDGE 
A C T I V E KNOWLEDGE 
A C Y C L I C ISOMERS 
A D A P T A T I O N 

A D A P T I V E PRODUCTION SYSTEMS 
A D V I S I N G P H Y S I C I A N S 
A I 
A I LECTURES 
A L G E B R A I C REDUCTION 
ALGOL 

A L G O R I T H M I C AESTHETICS 
A L L - O R - N O N E SOLUTIONS 
A N A D A P T I V E NATURAL LANGUAGE SYSTEM 
A N A S S E M B L Y ROBOT 
A N A X I O M A T I C SYSTEM 
A N A L O G Y I N PROBLEM S O L V I N G 
A N A L Y S I S OF CONTEXT 
A N A L Y S I S OF SENTENCES 
A R T I F I C I A L INTELLIGENCE 
A S S I M I L A T I O N OF N E W INFORMATION 
A S S O C I A T I V E MEMORIES 
A S S O C I A T I V E M E M O R Y 
A U G M E N T E D T R A N S I T I O N NETWORKS 
A U T O M A T E D DEDUCTION 
A U T O M A T I C C O D I N G 
A U T O M A T I C C O M P U T A T I O N 
A U T O M A T I C M A N T R A GENERATION 
A U T O M A T I C PROGRAM SYNTHESIS FROM EXAMPLE PROBLEMS 
A U T O M A T I C PROGRAM W R I T I N G 
A U T O M A T I C P R O G R A M M I N G 
A U T O M A T I C PROOF OF CORRECTNESS 
A U T O M A T I C THEOREM P R O V I N G 
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AUTOMAT iON 
AXIOMATIC SEMANTICS 
AXIOMS EOR GO 
BACKGAMMON 
BELIEF SYSTEMS 
BINDINGS 
BIOMEDTCINE 
BRAIN THEORY 
BUSINESS PROBLEM SOLVING 
CARTOGRAPHY 
CASE SYSTEMS 
CAUSAL REASONING 
CELL ASSEMBLY THEORY 
CHECKING PROOFS 
CHESS 
CHESS PLAYING PROGRAMS 
CIRCUIT ANALYSIS 
COGNITION 
COGNITIVE ROBOTIC SYSTEMS 
COGNITIVE SCIENCE 
COMMON SENSE 
COMMON SENSE THEORY FORMATION 
COMPLEX WAVEFORMS 
COMPUTATIONAL LINGUISTICS 
COMPUTER ART 
COMPUTER BASED CONSULTANT 
COMPUTER BASED CONSULTATIONS 
COMPUTER CONTROLLED MANIPULATORS 
COMPUTER GRAPHICS 
COMPUTER MUSIC 
COMPUTER NETWORKS 
COMPUTER V IS ION 
CONCEPTUAL DESCRIPTIONS 
CONCEPTUAL INFERENCE 
CONCEPTUAL OVERLAYS 
CONSTRAINT SATISFACTION 
CONSTRUCTING PROGRAMS FROM EXAMPLES 
CONSTRUCTION OF PROGRAMS 
CONTEXT 
CONTINUOUS PROCESSES 
CONTROL 

COOPEHAI IN'G SOURCES OF KNOWLEDGE 
COPYING LIST STRUCTURES 
CURVED OBJECTS 
CYBERNETICS 
CYCLIC 
DATA BASES 
E ATA BASES FOR INTERACTIVE DESIGN 
DATA STRUCTURES 
DECISION THEORY 
DEDUCTION 
EEDUCT1VE RETRIEVAL 
CENOTATIONAL SEMANTICS 
CEPTH PERCEPTION 
DERIVATION PLANS 
DESIGN 
DESIGN AUTOMATION 
DESIGN IN THE ARTS 
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D E T E C T I O N OF LIGHT SOURCES 
D I S P L A Y T E R M I N A L S 
DRAGON 
D R I V I N G A CAR 
D Y N A M I C R I N D I N G 
D Y N A M I C CLUSTERING 
D Y N A M I C P R O G R A M M I N G 
E L E C T R O N I C C I R C U I T S 
ELECTRONICS 
ENGLISH 
E V A L U A T I O N FUNCTIONS 
EXPERT SYSTEMS 
E X P L A N A T I O N C A P A B I L I T I E S 
FA RLE'S OR F A I R Y TALES 
F E A T U R E - D R I V E N SYSTEMS 
F IRST ORDER LOGIC 
FORMAL S E M A N T I C S 
F R A M E THEORY 
F R A M E S 

F R A M E S A N D THE ENVIRONMENT 
F U Z Z Y KNOWLEDGE 
F U Z Z Y PROBLEM S O L V I N G 
G A M E OF POKER 
G A M E P L A Y I N G 
GENERAL PURPOSE MODELS 
G E N E R A T I O N OF NATURAL LANGUAGE 
G E O M E T R I C M O D E L I N G 
GO OR GO-MOK.U 
GOAL SEEKING COMPONENTS 
G R A I N OF C O M P U T A T I O N 
G R A M M A T I C A L INFERENCE 
GRAPH INTERPRETABLE GAMES 
GRAPH M A T C H I N G 
HEARSAY 

HETERDSTAT IC THEORY 
H E U R I S T I C P R O G R A M M I N G 
H E U R I S T I C TECHNIQUES 

H ILL C L I M B I N G 
H U M A N B E H A V I O R 
H U M A N M E M O R Y 
H U M A N V I S I O N 
HYPOTHESIS F O R M A T I O N 
I M A G E I N T E N S I T Y UNDERSTANDING 
I M P R O V I N G PROGRAMS 
I N D U C T I V E ASSERTIONS 
INDUSTRIAL A P P L I C A T I O N 
I N E X A C T REPRESENTATION 
INFERENCE 
INFERENCES 
I N F E R E N T I A L QUESTION ANSWER)NG 
I N F O R M A T I O N PROCESSING UNIVERSAL5 
I N H E R I T A N C E OF PROPERTIES 
I N T E L L I G E N T M A C H I N E S 
I N T E N T I O N S 
I N T E R A C T I V E DESIGN 
I N T E R A C T I V E KNOWLEDGE SYSTEMS 
I N T E R A C T I V E PROGRAM SYNTHESIS 
I N T E R P R E T I V E S E M A N T I C S 
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INTONATION 
INVARIANCE FOR PROBLEM SOLVING 
INVARIANCES IN THE PERCEPTION OF FACES 
INVESTMENT ANALYSIS 
ITERATION 
KNOWLEDGE BASEL) SYSTEMS 
KNOV/LEDGE SYSTEMS 
LAMBDA CALCULUS 
LANGUAGE COMPREHENSION 
LANGUAGE DESIGN 
LANGUAGE PARAPHRASE 
LANGUAGE PASCAL 
LANGUAGE PRIMITIVES 
LANGUAGE UNDERSTANDING 
LARGE DATA BASES 
LEARNING 
LINEAR LEXICOMETRY 
LOW ORDERS OF RECOGNITION PERFORMANCE 
MACHINE INTELl 1GENCE IN MEDICAL DIAGNOSIS 
MACRO PROCESSING FOR AN ON-LINE NEWSLETTER 
MANAGEMENT INFORMATION SYSTEMS 
MEANS FOR COMPUTER MOVIES 
MEDICAL CONSULTATION 
MINIMAL SPANNING FORESTS OR TREES 
MOTION IN SCENE DESCRIPTION 
NEURAL NETWORKS 
NEWSLETTER REPORTERS 
NONDETERMINISTIC PROGRAMMING 
OBJECT LOCATIONS AND MOVEMENTS IN NATURAL IMAGES 
OBJECT MANIPULATING ROBOTS 
OPERA) IONAL. REASONING 
OPTIMAL PROBLEM SOLVING SEARCH 
OPTIMIZED CODE FOR THE TRANSFER OF COMMENTS 
PAPERS BY BILL WOODS 
PARALLELISM IN PROBLEM SOLVING 
PARTIAL EVALUATOR 
PATTERN DIRECTED FUNCTION INVOCATION 
PATTERN MATCHING 
PATTERN RECOGNITION 
PERCEPTRONS 
PHOTOGRAMME) RY 
PICTURE RECOGNITION 
PLANNER-LIKE LANGUAGES 
PREDICATE CALCULUS 
PREFERENTIAL SEMANTICS 
PRICE'S TUTORIAl 
PROBLEM SOLVING 
PROCEDURAL EVENTS 
PRODUCTION SYSTEMS 
PRODUCTIVITY TECHNOLOGY 
PROGRAM VERIFICATION 
PSYCHOLOGY 
RECOGNITION DEVICES 
REPRESENTING REAL-WORLD KNOWLEDGE IN RELATIONAL PRODUCTION 
RESOLUTION THEOREM PROVING 
RESOURCE LIMITED PROCESSES 
RETRIEVAL 
ROBOTICS COOPERATION 
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RULE ACQUISITION CAPABILITIES 
SCENE SEGMENTATION 
SEMANTIC NETS 
A SEMANTIC NETWORK 
SEMANTIC NETWORKS 
SENTENCE MEANING IN CONTEXT 
SENTENCE MEANING IN CONTEXT 
SERIAL PATTERN ACQUISITION 
SEVERAL GOALS 
SHAPE GRAMMARS 
SHAPE TOPOLOGY 
SIMULTANEOUS ACTIONS 
SNARING DRAGONS 
SOFTWARE INTERRUPTS 
SPEECH UNDERSTANDING 
STATE DESCRIPTION MODELS 
STOCHASTIC MODELING 
STORAGE REDUCTION 
STRUCTURED PATTERN RECOGNITION 
SYMBOL MAPPING IN BASEBALL 
SYNCHRONIZATION OF CONCURRENT PROCESSES 
SYNTACTIC METHODS 
SYNTAX 
SYNTHESIS OF LINE DRAWINGS 
TELEOLOGICAL REASONING 
TEMPORAL SCENE ANALVSIS 
TEXTURE ANALYSIS 
THE ARTICLE BY ALLEN NEWELL 
THE BAY AREA CIRCLE 
THE BERKELEY DEBAIE 
THE COMPUTERS AND THOUGHT AV/ARD 
THE DATES OF THE WORLD COMPUTER CHESS CONFERENCE 
THE DEDUCTIVE PATHFINDER 
THE DREYFUS DEBATE 
THE ENVIRONMENT 
THE FEDERAL JUDICIAL SYSTEM 
THE GAME OF POKER 
THE HISTORY OF AI 
THE HUNGRY MONKEY 
THE INSANE HEURISTIC 
THE LANGUAGE PASCAL 
THE LOCATION OF OBJECTS IN MAGAZINES 
THE LOGICAL REDUCTION OF LISP DATA BASES 
THE ME7A-SYMBOLIC SIMULATION OF MULTIPROCESS SOFTWARE 
THE METAMATHEMATICS OF MLISP OR MLISP2 
THE NOMINATION OF NOMINEES BY A NATIONAL NOMINATING COMMITTEE 
THE ONTOGENY OF NON-INDEPENDENT SUBPROBLEMS 
THE PARRY SIMULATION OF PARANOIA 
THE PERFORMANCE OF PATTERN MATCHING RULES 
THE SIX SEVEN EIGHT NINE GAME 
THE STOCK MARKET 
THE STRUCTURE OF ANY VARIETY OF COMPUTER TERMINAL 
THE TECH-II CHESS PROGRAM 
THE WEAK LOGIC OF PROGRAMS 
THREE DIMENSIONAL MODELS 
TIME COMPLEXITY 
TIME OR SPACE BOUNDS 
TROUBLE SHOOTING 

1 1 4 



UNDERSTANDING 
UNIFORM PROOF PROCEDURES 
USING S-L-GRAPHS 
VISUAL COMMUNICATION 
VISUAL PLANES IN THE RECOGNITION OF POLYHEORA 
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<SENT>::n [ <SS> ) 
<SS>:~ ANY ABSTRACTS REFERRING TO <$TOPICS> 

ARE <$AUTHOR/S> CITED BY ANY OF THOSE 
ARE <$AUTHOR/S> CITED IN ANY RECENT PAPERS 
ARE <$TOPICS> DISCUSSED IN RECENT JOURNALS 
ARE <$TOPICS> MENTIONED ANYWHERE 
ARE <$TOPICS> MENTIONED IN AN ABSTRACT 
ARE ANY ARTICLES ABOUT <$TOPICS> 
ARE ANY ARTICLES BY <$AUTBOR/S> 
ARE ANY BY <$AUTHOR/S> 
ARE ANY NEW BOOKS BY <$AUTHOR/S> 
ARE ANY OF THE PAPERS ON <$TOPICS> ALSO ABOUT <$TOPICS> 
ARE ANY OF THESE BY <$AUTH0R/S> 
ARE ANY OF THESE FROM AN ACM SESSION 
ARE ANY OF THESE FROM THE IFIP SESSIONS IN THE MONTH OF JUNE 
ARE ANY PAPERS ABOUT <$TOPICS> 
ARE ANY RECENT ISSUES ABOUT <$TOPICS> BUT NOT <JTOPICS> 
ARE NOT SOME OF THESE FROM COMPUTING SURVEYS 
ARE THERE ANY ABSTRACTS WHICH REFER TO <$TOPICS> 
ARE THERE ANY ABSTRACTS WHICH REFER TO PAPERS BY <$AUTHOR/S> 
ARE THERE ANY ARTICLES ABOUT <$TOPICS> 
ARE THERE ANY ISSUES ABOUT <&TOPICS> 
ARE THERE ANY NEW ISSUES CONCERNING <$TOPICS> 
ARE THERE ANY NEW PAPERS ON <$TOPICS> 
ARE THERE ANY PAPERS THAT MENTION <$TOPICS> 
ARE THERE ANY RECENT ARTICLES IN CACM 
ARE THERE ANY RECENT BOOKS ABOUT <$TOPICS> 
ARE THERE SOME PAPERS ON <JTOPICS> 
ARE YOU AI WAYS THIS SLOW 
ARE YOU REGULARLY THIS SLOW 
ARE YOU USUALLY SO SLOW 
AREN'T THERE ANY ABSTRACTS SINCE NINETEEN SEVENTY FIVE 
CAN I HAVE THESE ABSTRACTS LISTED 
CAN YOU HELP ME 
CEASE PRINTING 
CHOOSE AMONG VOLUMES BEFORE NINETEEN SIXTY 
COULD YOU RETRIEVE SOMETHING FROM <JINFORMATION*AND*CONTROL> DISCUSSING <$TOPICS> 
DID <£AUTMOR/S> PRESENT A PAPER AT IJCAI 
DID <$AUTHOR/S> PRESENT A PAPER AT THE IFIP MEETINGS IN SEPTEMBER 
DID <$AUTHOR/S> PRESENT PAPERS AT JFIP 
DID <$AUTHOR/S> PRESENT PAPERS AT IJCAI 
DID <$AUTHOR/S> PUBLISH A PAPER 
DID <$AUTHOR/S> WRITE A BOOK 
DID <$AUTHOR/S> WRITE A BOOK RECENTLY 
DID <$AUTHOR/S> WRITE A PAPER THIS YEAR 
DID ANY ADJOURNAL > PAPERS CITE <$AUTHOR/S> 
DID ANY ACL PAPERS CITE <$AUTHOR/S> 
DID ANY IEEE CONVENTIONS PUBLISH PROCEEDINGS 
DID ANY OF THOSE PAPERS CITE <$AUTHOR/S> 
DID ANYONE PUBLISH ABOUT <$TOPICS> IN COMMUNICATIONS OF THE ACM 
DID THE SIGART NEWSLETTER PUBLISH ANYTHING IN OCTOBER OR NOVEMBER 
DIDN'T THAT PAPER QUOTE <$AUTHOR/S> 
DO ALL QUERIES TAKE THIS LONG 
DO ANY ARTICLES ON <$TOPICS> IN ADDITION CONSIDER <$TOPIC9> 
DO ANY ARTICLES ON <$TOPICS> MENTION <$TOPICS> 
DO ANY ARTICLES REFER TO <$TOPICS> 

1 1 6 



DO ANY AUTHORS DESCRIBE ATOPICS* 
DO ANY NEW ARTICLES MENTION <£TOPICS> 
DO ANY OE THE ABSTRACTS MENTION <$TOPICS> 
DO ANY OE THESE AISO DISCUSS <$TOPICS> 
DO ANY Of THESE ALSO MENTION <$TOPICS> 
DO ANY OE THESE CITE <$AUT(!OR/S> 
DO ANY OE THESE MENTION <$TOPICS> 
DO ANY Or THOSE PAPERS MENTION <$TOPICS> 
DO ANY PAPERS ABOUT <$TOPICS> ALSO CONSIDER <$TOPICS> 
DO ANY PAPERS CITE <$AUTHOR/S> 
DO ANY PAPERS DISCUSS <$TOPICS> 
DO ANY PAPERS DISCUSS <$TOPICS> BUT NOT <$TOPICS> 
DO ANY PAPERS ON <$TOPICS> EXIST 
DO ANY PAPERS (HIS YEAR CITE <$AUTHOR/S> 
DO ANY RECENT ACM CONFERENCES CONSIDER <$TOPICS> 
DO ANY RECENT BOOKS CITE <$AUTHOR/S> 
DO ANY RECENT BOOKS MENTION <$TOPICS> 
DO ANY RECENT JOURNALS DISCUSS <$TOPICS> 
DO ANY RECENT SUMMARIES DISCUSS <$TOPICS> 
DO MANY ABSTRACTS DISCUSS <$AUTHOR/S> 
DO MANY ABSTRACTS DISCUSS <$TOPICS> 
DO RESPONSES EVER COME FASTER 
DO THEY WORK AT THE GM RESEARCH LABS 
DO YOU HAPPEN TO HAVE ANY RECENT PAPERS ON <$TOPICS> 
DO YOU HAVE ANY ARTICLES ON <$TOPICS> 
DO YOU HAVE ANY NEW PAPERS ON <$TOPICS> 
DO YOU HAVE ANY RECENT PAPERS ON <$TOPICS> 
DO YOU HAVE ANY SUMMARIES ABOUT <$TOPICS> 
DO YOU HAVE NEW PAPERS ON <$TOPICS> 
DOES <$TOPICS> GET DISCUSSED ANYWHERE 
DOES <$TOPICS> GET MENTIONED ANYWHERE 
DOES HE WORK AT CMU 
DOES IT ALWAYS TAKE THIS LONG TO ANSWER ME 
DOES SHE WORK AT THE INSTITUTE FOR SEMANTIC AND COGNITIVE STUDIES 
DOES THAT ARTICLE MENTION <$TOPICS> 
DOESN'T THIS PAPER REFERENCE AN IEEE TRANSACTION 
DON'T GET ME ANY ARTICLES WHICH MENTION <$TOPICS> 
DURING WHAT MONTHS WERE THEY PUBLISHED 
FINISH PRINTING 
GENERATE A COPY OF THOSE 
GET ME ANY BOOKS WRITTEN BY <$AUTHOR/S> 
GET ME EVERY I MING ON <$TOPICS> 
GIVE ME ANY ABSTRACTS MENTIONING <$TOPICS> BUT NOT <$TOPICS> 
GIVE ME ANY ARTICLES ABOUT <STOPICS> 
GIVE ME ANY PAPERS ON <$TOPICS> FROM JUNE TILL AUGUST 
GIVE ME ONE MORE PLEASE 
GIVE ME SOMETHING MENTIONING <$TOPICS> 
GIVE ME THE DATE OF THAT ABSTRACT 
GIVE THE AUTHOR AND DATE OF EACH 
HAS <$AUTHOR/S> BEEN REFERENCED IN ANY OF THOSE 
HAS <$AUTHOR/S> PUBLISHED ANY PAPERS THIS YEAR 
HAS <$AUTHOR/S> PUBLISHED ANYTHING RECENTLY 
HASN'T <£T0P1CS> BEEN CONSIDERED IN COMPUTING REVIEWS 
HASN'T A CURRENT REPORT ON <£TOPICS> BEEN RELEASED 
HAVE <$AUTHOR/S> PUBLISHED THIS YEAR 
HAVE ANY ARTICLES APPEARED WHICH MENTION <$TOPICS> 
HAVE ANY NEW PAPERS BY <$AUTHOR/S> APPEARED 
HAVEN'T YOU FINISHED 
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HELP 
HOW BIG IS THE DATA BASE 
HOW CAN I USE THE SYSTEM EFFICIENTLY 
HOW LONG DOES IT TAKE 
HOW MANY ABSTRACTS ARE THERE ON <$TOPICS> 
HOW MANY ABSTRACTS REFER TO <$TOPICS> 
HOW MANY ARTICLES DISCUSS <$TOPICS> 
HOW MANY ARTICLES ON <$TOPICS> ARE THERE 
HOW MANY ARTICLES WERE WRITTEN BY <$AUTHOR/S> AND NOT <$AUTHOR/S> 
HOW MANY BOOKS DISCUSS <$TOPICS> 
HOW MANY BOOKS WERE PRODUCED FROM MARCH TO DECEMBER 
HOW MANY BOOKS WERE WRITTEN BY <$AUTHOR/S> 
HOW MANY OF THESE AISO DISCUSS <$TOPICS> 
HOW MANY PAPERS ARE ABOUT <ST0PICS> 
HOW MANY PAPERS CONSIDER <$TOPICS> SIMULTANEOUSLY 
HOW MANY PAPERS DISCUSS <$TOPICS> 
HOW MANY PAPERS FROM APRIL THROUGH AUGUST CONCERNED <$TOPICS> 
HOW MANY PAPERS HAVE <$AUTHOR/S> WRITTEN SINCE JANUARY 
HOW MANY PAPERS REFER TO <$TOPICS> 
HOW MANY PAPERS THIS YEAR DISCUSS <$TOPICS> 
HOW MANY PAPERS WERE WRITTEN BY <$AUTHOR/S> 
HOW MANY RECENT ISSUES CONCERN <$TOPICS> 
HOW MANY REFERENCES ARE GIVEN 
HOW MANY SUMMARIES DISCUSS <$TOPICS> 
I AM INTERESTED IN <$TOPICS> 
I AM ONLY INTERESTED IN PAPERS ON <$TOPICS> 
I DEMAND ANOTHER ARTICLE AFTER AUGUST NINETEEN THIRTEEN 
I'D LIKE TO KNOW THE PUBLISHERS OF THAT STORY 
I'D LIKE TO SEE THE MENUS 
IS <$AUTHOR/S> BUT NOT <JAUTHOR/S> CITED IN SOME OF THOSE ARTICLES 
IS <$AUTHOR/S> CITED BY THOSE ABSTRACTS 
IS <$AUTHOR/S> CITED IN ANY OF THESE 
IS <$TOPICS> DISCUSSED ANYWHERE 
IS <$TOPICS> DISCUSSED IN A RECENT SUMMARY 
IS <$TOPICS> MENTIONED 
IS <$TOPICS> MENTIONED ANYWHERE 
IS <$TOPICS> MENTIONED IN AN ABSTRACT 
IS <$TOPICS> REFERRED TO 
IS <$TOPICS> REFERRED TO ANYWHERE 
IS THAT ABOUT <$TOPICS> 
IS THERE A RECENT ARTICLE ABOUT <$TOPICS> 
IS THERE A RECENT PAPER ABOUT <$TOPICS> 
IS THERE A RECENT PAPER MENTIONING <$TOPICS> 
IS THERE AN ARTICLE ABOUT <$TOPICS> 
IS THERE AN IFIP CONVENTION ISSUE FROM MAY OR JUNE 
IS THERE ANYTHING NEW REGARDING <$TOPICS> 
ISN'T <$TOPICS> MENTIONED IN AN ABSTRACT 
ISN'T THERE AN ARTICLE ABOUT <$TOPICS> 
KILL THE LISTING 
LET ME LIMIT MYSELF TO REPORTS ISSUED SINCE NINETEEN FIFTEEN 
LET US CONFINE OURSELVES TO JOURNALS AFTER FEBRUARY NINETEEN FIFTY 
LET'S RESTRICT OUR ATTENTION TO PAPERS SINCE NINETEEN SEVENTY FOUR 
LIST BETWEEN TWELVE AND TWENTY OF THEM 
LIST THE ABSTRACTS BY <$AUTHOR/S> 
LIST THE NEXT FOURTEEN HUNDRED 
NO MORE PLEASE 
NO THANKS 
OK 
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PLEAGE HELP ME 
PLEAGE L1GT THE AUTHORS 
PLEAGE MAKE ME A FILE OE THOSE 
PLEAGE TERMINATE TRANSMITTING 
PRINT THE NEXT ONE 
PRODUCE A COPY OF THE NEWEST EIGHTY ARTICLES 
QUIT LISTING PLEASE 
SELECT FROM ARTICLES ON <JTOPICS> 
SHOW ME ITS PUBLISHER 
SHOW ME THE LATEST ELEVEN 
STOP TRANSMITTING PLEAGE 
SUBSELECT FROM <$TOPICS> 
SURE THANKS 
TELL ME THE TITLES OF THE EARLIEST TEN 
TELL ME WHAT TO DO 
THANK VOU I'M DONE 
THE AREA I AM INTERESTED IN IS <$TOPICS> 
THE AREA I'M INTERESTED IN IS <JTOPICS> 
THE FIRST TWO 
THE LATEST SIXTEEN PLEASE 
TRANSMIT THE NEXT EIGHTEEN 
TRY TO GET SURVEYS PRINTED IN THE LAST EIGHTY MONTHS 
WAS <$AUTHOR/S> CITED BY ANY REPORTS ISSUED IN THE LAST NINETY YEARS 
VYAS <$AUTHOR/S> CITED IN THAT SUMMARY 
WAS <$TOPJCS> MENTIONED SOMEWHERE IN RECENT TIMES 
WAS <$TOPJCS> WRITTEN LIP RECENTLY 
WAS IT PUBLISHED BY <£THE« ASSOCIATION+FOR*COMPUTATIONAL*LINGUISTICS> 
WAS IT PUBLISHED BY THE JOURNAL OF THE ACM 
WAS THERE. A CONFERENCE IN THE USSR 
WASN'T <$T0P1CS> MENTIONED RECENTLY 
WASN'T <£T0P1CS> REFERRED TO SOMEWHERE 
WE DESIRE A PROCEEDING OF THE ACM MEETING REFERENCED BY <$AUTHOR/S> 
WE WANT SOME REVIEWS CONCERNING <$TOPICS> 
WE WISH TO GET THE LATEST FORTY ARTICLES ON <$TOPICS> 
WE'D LIKE TO SEE THE TITLES FROM PROCEEDINGS OF THE ACM CONFERENCE 
WE'RE INTERESTED IN <£TOPICS> 
WE'RE INTERESTED IN ARTICLES PUBLISHED IN THE LAST THIRTY YEARS 
WE'VE BEEN INTERESTED IN <$TOPICS> 
WERE ANY OF THESE ARTICLES WRITTEN BY <$AUTHOR/S> 
WERE ANY OF THESE PUBLISHED IN THE SUNSHINE STATE OR IN THE U.S. 
WERE ANY OF THESE WRITTEN BY <$AUTHOR/S> 
WERE ANY PUBLISHED AFTER JUNE NINETEEN SIXTY FIVE 
WERE THERE ANY ARTICLES ABOUT <$TOPICS> 
WEREN'T SOME ARTICLES PUBLISHED ON <$TOPICS> 
WHAT ABOUT <$AUTHOR/S> 
WHAT ABOUT <$TOPICS> 
WHAT ADDRESS IS GIVEN FOR THE AUTHORS 
WHAT ADDRESSES ARE GIVEN FOR THE AUTHORS 
WHAT ARE SOME OF THE AREAS OF <$TOPICS> 
WHAT ARE THE KEY PHRASES 
WHAT ARE THE TITLES OF THE RECENT ARPA SURNOTES 
WHAT ARE THEIR AFFILIATIONS 
WHAT BOOKS MENTION <$TOPICS> 
WHAT CAN I DO TO SPEED YOU UP 
WHAT CAN THE SYSTEM DO 
WHAT CONFERENCE WAS AT RUTGERS OR AT SRI 
WHAT CONFERENCE WAS AT WATSON RESEARCH OR AT ILLINOIS 
WHAT DO I HAVE TO DO 
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WHAT FACTS ARC STORED 
WHAT HAS <$AUTHOR/S> WRITTEN LATELY 
WHAT HAS <$AUTHOR/S> WRITTEN RECENTLY 
WHAT HAVE <$AUTHOR/S> WRITTEN LATELY 
WHAT IS HER AI FILIATION 
WHAT IS HIS AFFILIATION 
WHAT IS KNOWN ABOUT EVERY ARTICLE 
WHAT IS THE SIZE OF THE DATA BANK 
WHAT IS THE TITLE OF THAT PAPER 
WHAT IS THE TITLE OF THE EARLIEST ONE 
WHAT IS THE TITLE OF THE MOST RECENT ONE 
WHAT ISSUES DURING JANUARY AND JULY CONCERN <$TOPICS> 
WHAT KEY WORD RELATES TO <$TOPICS> 
WHAT KEY WORDS SHOULD I USE FOR <$TOPICS> 
WHAT KIND OF MENUS ARE THERE 
WHAT KINDS OF SUBJECTS ARE STORED 
WHAT MUST I ASK 
WHAT PAPERS ON <$TOPICS> ARE THERE 
WHAT SHOULD I ASK 
WHAT SHOULD I SAY 
WHAT SORT OF SUMMARY IS AVAILABLE 
WHAT SORTS OF <$TOPICS> ARE WRITTEN UP 
WHAT SUBJECT CAN I REQUEST 
WHAT TOPIC MENU CAN I CHOOSE 
WHAT TOPICS ARE RELATED TO <$TOPICS> 
WHAT TYPES OF <$RETRIEVAL«CAN*HEARSAY> DO 
WHAT WAS ITS TITLE 
WHAT'S THE PUBLISHER OF THAT PIECE 
WHEN WAS <$HUMAN4PR0BLEM.S0LV1NG> WRITTEN 
WHEN WAS <$TOPICS> LAST MENTIONED 
WHEN WAS <$T0P1CS> LAST REFERRED TO 
WHEN WAS IT PUBLISHED 
WHEN WAS THAT BOOK WRITTEN 
WHEN WAS THAT PAPER PUBLISHED 
WHEN WAS THE LAST PAPER BY <$AUTHOR/S> PUBLISHED 
WHEN WERE <$TOPICS> LAST REFERRED TO 
WHEN WILL YOU HAVE THE ANSWER 
WHERE ARE <$TOPICS> REFERRED TO 
WHERE DID THAT ARTICLE APPEAR 
WHERE DO THEY WORK 
WHERE DOES HE WORK 
WHERE IS <JTOPICS> MENTIONED 
WHICH <$AUTEXT> CONTAINED <$TOPIGS> 
WHICH <$COGNJTlVE*PSVCHOLOGY> CONTAINED <$TOPICS> 
WHICH <$C:OGN)TIVE*PSVCHOLOGY> CONTAINS <$TOPICS> 
WHICH ABSTRACTS CONCERN <gTOPICS> 
WHICH ABSTRACTS REFER TO <$TOPICS> 
WHICH ARTICLES CONCERN <&TOPICS> 
WHICH ARTICLES HAVE CONCERNED <JTOPICS> 
WHICH ARTICLES ON <$TOPICS> ALSO CONCERN <JTOPICS> 
WHICH ARTICLES REFER TO THESE 
WHICH AUTHORS WORK AT HAMBURG OR AT EDINBURGH 
WHICH AUTHORS WORK AT NIH OR AT STANFORD 
WHICH AUTHORS WORK WITH SUMEX OR AT SUSSEX 
WHICH BOOKS ON <$TOPICS> WERE PUBLISHED RECENTLY 
WHICH BOOKS WERE WRITTEN BY <$AUTH0R/S> SINCE LAST YEAR 
WHICH COMPUTING SURVEY ARTICLES RELATE TO <$TOPJCS> 
WHICH COMPUTING SURVEYS CONTAINED THE ARTICLE BY <$AUTHOR/S> 
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WHICH CONFERENCES WERE AT MASSACHUSETTS OR AT ROCHESTER 
WHICH IS THE OLOEST 
WHICH NOTES ON <$TOPICS> Al SO DISCUSS <$TOPICS> 
WHICH OE THEM DISCUSSES <$TOPICS> 
WHICH OE THESE APPEAREO RECENTLY IN THE IEEE TRANSACTIONS 
WHICH OE THESE ARE BY<$AUTH0R/S> 
WHICH OE THESE CITES <$AUTHOR/S> 
WHICH OE THESE WAS WRITTEN BY <$AUTHQR/S> 
WHICH OF THESE WERE WRITTEN BY <$AUTHOR/S> 
WHICH ONES 
WHICH PAPER MENTIONS <$TOPICS> 
WHICH PAPERS ARE ON <$TOPICS> 
WHICH PAPERS BY <$AUTHOR/S> ARE REFERENCED 
WHICH PAPERS CITE <$AUTHOR/S> 
WHICH PAPERS DISCUSS <$TOPICS> 
WHICH PAPERS HAVE MENTIONED <$TOPICS> 
WHICH PAPERS ON <$TOPICS> ALSO CONCERN <$TOPICS> 
WHICH PAPERS ON <$TOPICS> ALSO DISCUSS <$TOPICS> 
WHICH PAPERS ON <$TOPICS> ARE ABOUT <$TOPICS> 
WHICH PAPERS WERE WRITTEN AT NRL OR AT SMC 
WHICH PAPERS WERE WRITTEN BY <$AUTHOR/S> 
WHICH RECENT JOURNALS REFER TO <$TOPICS> 
WHICH SORT OF <$RETRIEVAL«KEYS> CAN I SEEK 
WHICH STORIES IN THE SIGART NEWSLETTER HAVE BEEN DISCUSSING <$TOPICS> 
WHICH SUMMARIES ON <$T0P1CS> CONSIDER <$TOPICS> IN ADDITION 
WHICH TECHNICAL PAPERS WERE WRITTEN BY <$AUTH0R/S> 
WHICH TITLES CONTAIN THE PHRASE <$TOPICS> 
WHICH WAS THE LAST ARTICLE BY <$AUTHOR/S> 
WHO 
WHO HAS WRITTEN ABOUT <$TOPICS> 
WHO WAS QUOTED IN THAT ARTICLE 
WHO WAS THE AUTHOR 
WHO WERE THE AUTHORS OF THAT BOOK 
WHO WROTE IT 
WHO WROTE PAPERS ON <$TOPICS> THIS YEAR 
WHY IS THE SYSTEM SO SlOW 
WOULD YOU LIST UP TO SEVENTEEN 
WRITE A FILE OF THOSE 
YES PLEASE 
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<$INFORMATION*AND*CONTROL>::*. INFORMATION AND CONTROL 
<$COGNITIVf>PSVCHOLOGY>:. COGNITIVE PSYCHOLOGY 
<$THF*.WORLn^COMPUTER.CHESSfCONFEREWCE>::* THE WORLD COMPUTER CHESS CONFERENCE 
<$AI*JOURNAl>:: . AI JOURNAL 
<$AI+TEXT>. «• AI TEXT 
<$THE< ASSOCIATION* FOR+COMPUT AT IONALvLINGUISTICSv* THE ASSOCIATION FOR COMPUTATIONAL LINGUISTICS 
<$RETRJEVAL«-CAN-fHEARSAY>=:« RETRIEVAL CAN HEARSAY 
<$HUMAN+PROBLEM<$OLVING>.* HUMAN PROBLEM SOLVING 
<JRETRIEVAUKEVS>::- RETRIEVAL KEYS 

1 2 2 



<$AUTHOR/S>::* <AUTHOR> 
<AUTHOR> <ANO»OR i > <AUTHOR> 

<AND!OR !>: : • ANO 
OR 

<AUTHOR>::« ALLEN COLLINS 
ALLEN NEWELL 
ANN RUBIN 
ANTHONY MARTELLI 
AZRIEL ROSENFELD 
BERNARD MELTZER 
BERT RAPHAEL 
BILL WOODS 
BONNIE NASH-WEBBER 
BRUCE BUCHANAN 
CARL HEWITT 
CHRISTOPHER RIESBECK 
CHUCK RJEGER 
DANNY BOBROW 
DAVE RUMELHART 
DAVID MARR 
DAVID MICHIE 
DICK SELTZER 
DONALD NORMAN 
DOUG LENAT 
DREW MODFRMOTT 
DREYFUS 
EARL HUNT 
EARL SACERDOT1 
ED FEIGENBAUM 
ED RISEMAN 
ELLIOT SOLOWAY 
ERIK SANOEWALL 
EUGENE CHARNIAK 
FEIGENBAUM 
FELDMAN 
GARY HENDRIX 
GEORGE ERNST 
GIPS 
HANS BERLINER 
HARRY BARROW 
HERB SIMON 
HERBERT BLOCK 
HILARY PUTNAM 
HOLLAND 
HUGH NAGEL 
IRV SOBEL 
ISSAC AS I MOV 
JACK MINKER 
JACK MOSTOW 
JAMES SLAGLE 
JEAN SAMMEV 
JEFFREY ULI.MAN 
JERRY FELDMAN 
JOHN GASCHNIG 
JOHN HOLLAND 
JOHN MCCARTHY 
JOHN NEWCOMER 
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JOSEPH WEIZEN8AUM 
JUDEA PEARL 
KARL PINGLE 
KEITH PRICE 
KEN COLBY 
KEN RALSTON 
KING SUNG FU 
LAURENT SIKLOSSY 
LEE ERMAN 
LEONARD UHR 
LES EARNEST 
LINDA MA5INTER 
MADELINE BATES 
MARVIN MINSKY 
MARY NEWBORN 
MARY SHAW 
MICHAEL ARBIB 
MIKE RYCHENER 
MINSKY 
MITCHELL NEWEY 
NEWELL 
NILS NILSSON 
NILSSON 
NORI SUZUKI 
PAMELA MCCORDUCK 
PAT WINSTON 
PERRY THORNDVKE 
PETER KUGEL 
RAJ REDDY 
RANAN BANERJ1 
RAYMOND SPROULL 
REDDY 
RICH PIKES 
RICH SMITH 
RICHARD M1CHALSKI 
RICflARO V/ALDINGER 
RICK HAYES - ROTH 
ROBERT REJTER 
ROGER SCHANK 
RON OHLANDER 
ROSENFELO 
SCOTT I'AHi MAN 
SEYMOUR PAPERT 
SIMON 

STEVE COLES 
STEVE REED 
STEVE ZLJCKER 
TED SHORTL1FFE 
TERRY WI NOG RAD 
THOMAS MARSLAND 
THOMAS SYKES 
UHR 
VIC LESSER 
WALLY RHOMBERG 
WOODS 
WOODY BLEDSOE 
YORJCK WILKS 
ZOHAR MANNA 
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<$TOPICS> - <AN0!ORiTOPICS> 
WINOGRAD'S ARTICLE 

<AND!OR!TOPICS> * <TOPIC> 
<TOPIC> <AND!OR 2> <TOPIC> 

<AfVO!OR 2 > A N D 
OR 

<TOPIC> - A CAI MONITOR 
A COMMON SENSE ALGORITHM 
A GAME MODEL 
A LOSING MOVE 
A MULTILEVEL ORGANIZATION 
A PACKET BASED APPROACH TO NETWORK COMMUNICATION 
A PARTIAL EVALLJATOR 
A PROGRAM SYNTHESIZER FOR NETWORK PROTOCOLS 
A PROGRAMMING APPRENTICE 
A PROOF CHECKER FOR PROTOCOL TERMINATION EXPRESSIONS 
A RADIO INTERVIEW ON SCIENCE FICTION 
A REGION ANALYSIS SUBSYSTEM 
A STEREO PAIR OF V IEWS 
A TASK ORIENTED DIALOGUE 
A THAUMATURGIST 
A THEOREM PROVER PLANNING FOR PROGRESS 
A TIME DOMAIN ANALYZER 
A TUTOR OR TUTORING ON TV 
A TV REPORTER 
ABSTRACTION 
ACQUISITION OF KNOWLEDGE 
ACTIVE KNOWLEDGE 
ACYCLIC ISOMERS 
ADAPTATION 
ADAPTIVE PRODUCTION SYSTEMS 
ADVIS ING PHYSICIANS 
A I 
A I LECTURES 
ALGEBRAIC REDUCTION 
ALGOL 
ALGORITHMIC AESTHETICS 
ALL-OR-NONE SOLUTIONS 
AN ADAPTIVE NATURAL LANGUAGE SYSTEM 
AN ASSEMBLY ROBOT 
AN AXIOMATIC SYSTEM 
ANALOGY IN PROBLEM SOLVING 
ANALYSIS OF CONTEXT 
ANALYSIS OF SENTENCES 
ARTIFICIAL INTELLIGENCE 
ASSIMILATION OF NEW INFORMATION 
ASSOCIATIVE MEMORIES 
ASSOCIATIVE MEMORY 
AUGMENTED TRANSITION NETWORKS 
AUTOMATED DEDUCTION 
AUTOMATIC CODING 
AUTOMATIC COMPUTATION 
AUTOMATIC MANTRA GENERATION 
AUTOMATIC PROGRAM SYNTHESIS FROM EXAMPLE PROBLEMS 
AUTOMATIC PROGRAM WRITING 
AUTOMATIC PROGRAMMING 
AUTOMATIC PROOF OF CORRECTNESS 
AUTOMATIC THEOREM PROVING 
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AUTOMATION 
AXIOMATIC SEMANTICS 
AXIOMS FOR GO 
BACKGAMMON 
BELIEF SYSTEMS 
BINDINGS 
BIOMEDICJNE 
BRAIN THEORY 
BUSINESS PROBLEM SOLVING 
CARTOGRAPHY 
CASE SYSTEMS 
CAUSAL REASONING 
CELL ASSEMBLY THEORY 
CHECKING PROOFS 
CHESS 
CHESS PLAYING PROGRAMS 
CIRCUIT ANALYSIS 
COGNITION 
COGNITIVE ROBOTIC SYSTEMS 
COGNITIVE SCIENCE 
COMMON SENSE 
COMMON SENSE THEORY FORMATION 
COMPLEX WAVEFORMS 
COMPUTATIONAL LINGUISTICS 
COMPUTER ART 
COMPUTER BASED CONSULTANT 
COMPUTER BASED CONSULTATIONS 
COMPUTER CONTROLLED MANIPULATORS 
COMPUTER GRAPHICS 
COMPUTER MUSIC 
COMPUTER NETWORKS 
COMPUTER VISION 
CONCEPTUAL DESCRIPTIONS 
CONCEPTUAL INFERENCE 
CONCEPTUAL OVERLAYS 
CONSTRAINT SATISFACTION 
CONSTRUCTING PROGRAMS FROM EXAMPLES 
CONSTRUCTION OF PROGRAMS 
CONTEXT 
CONTINUOUS PROCESSES 
CONTROL 
COOPERATING SOURCES OF KNOWLEOGE 
COPYING LIST STRUCTURES 
CURVED OBJECTS 
CYBERNETICS 
CYCLIC 
DATA BASES 
DATA BASES FOR INTERACTIVE DESIGN 
DATA STRUCTURES 
DECISION THEORY 
DEDUCTION 
DEDUCTIVE RETRIEVAL 
DENOTATIONAL SEMANTICS 
DEPTH PERCEPTION 
DERIVATION PLANS 
DESIGN 
DESIGN AUTOMATION 
DESIGN IN THE ARTS 
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DETECTION OF LIGHT SOURCES 
DISPLAY TERMINALS 
DRAGON 
DRIVING A CAR 
DYNAMIC BINDING 
DYNAMIC CLUSTERING 
DYNAMIC PROGRAMMING 
ELECTRONIC CIRCUITS 
ELECTRONICS 
ENGLISH 
EVALUATION FUNCTIONS 
EXPERT SYSTEMS 
EXPLANATION CAPABILITIES 
FABLES OR FAIRY TALES 
FEATURE- DRIVEN SVSTEMS 
FIRST ORDER LOGIC 
FORMAL SEMANTICS 
FRAME THEORY 
FRAMES 
FRAMES AND THE ENVIRONMENT 
FUZZY KNOWLEDGE 
FUZZY PROBLEM SOLVING 
GAME OF POKER 
GAME PLAYING 
GENERAL PURPOSE MODELS 
GENERA! ION OF NATURAL LANGUAGE 
GEOMETRIC MODELING 
GO OR GO-MOKU 
GOAL SEEKING COMPONENTS 
GRAIN OF COMPUTATION 
GRAMMATICAL INFERENCE 
GRAPH INTERPRETABLE GAMES 
GRAPH MATCHING 
HEARSAY 
HETEROSTATIC THEORY 
HEURISTIC PROGRAMMING 
HEURISTIC TECHNIQUES 
HILL CLIMBING 
HUMAN BEHAVIOR 
HUMAN MEMORY 
HUMAN VISION 
HYPOTHESIS FORMATION 
IMAGE INTENSITY UNDERSTANDING 
IMPROVING PROGRAMS 
INDUCTIVE ASSERTIONS 
INDUSTRIAL APPLICATION 
INEXACT REPRESENTATION 
INFERENCE 
INFERENCES 
INFERENTIAL QUESTION ANSWERING 
INFORMATION PROCESSING UNIVERSALS 
INHERITANCE OF PROPERTIES 
INTELLIGENT MACHINES 
INTENTIONS 
INTERACTIVE DESIGN 
INTERACTIVE KNOWLEOGE SYSTEMS 
INTERACTIVE PROGRAM SYNTHESIS 
INTERPRETIVE SEMANTICS 
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INTONATION 
INVARJANCL" FOR PROBLFM SOLVING 
IN VARIANCES IN THE PERCEPTION OF FACES 
INVESTMENT ANALYSIS 
ITERATION 
KNOWLEDGE BASEO SYSTEMS 
KNOWLEDGE SYSTEMS 
LAMBDA CALCULUS 
LANGUAGE COMPREHENSION 
LANGUAGE DESIGN 
LANGUAGE PARAPHRASE 
LANGUAGE PASCAL 
LANGUAGE PRIMITIVES 
LANGUAGE UNDERSTANDING 
LARGE DATA BASES 
LEARNING 
LINEAR LEXICOMETRY 
LOW ORDERS OF RECOGNITION PERFORMANCE 
MACHINE INTELLIGENCE IN MEOICAL DIAGNOSIS 
MACRO PROCESSING FOR AN ON-LINE NEWSLETTER 
MANAGEMENT INFORMATION SYSTEMS 
MEANS FOR COMPUTER MOVIES 
MEDICAL CONSULTATION 
MINIMAL SPANNING FORESTS OR TREES 
MOTION IN SCENE DESCRIPTION 
NEURAL NETWORKS 
NEWSLETTER REPORTERS 
NONDETERMINISTIC PROGRAMMING 
OBJECT LOCATIONS AND MOVEMENTS IN NATURAL IMAGES 
OBJECT MANIPULATING ROBOTS 
OPERATIONAL REASONING 
OPTIMAL PROBLEM SOLVING SEARCH 
OPTIMIZED CODE FOR THE TRANSFER OF COMMENTS 
PAPERS BY BILL WOODS 
PARALLELISM IN PROBLEM SOLVING 
PARTIAL ({VALUATOR 
PATTERN DIRECTED FUNCTION INVOCATION 
PATTERN MATCHING 
PATTERN RECOGNITION 
PERCEPTRONS 
PHOTOGRAMMETRV 
PICTURE RECOGNITION 
PLANNER-LIKE LANGUAGES 
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IV. COLLECTED PAPERS 

A co l lec t ion of papers , all of which appeared in the Proceedings of the IEEE 
In te rna t i ona l Conference on Acoustics, Speech, and Signal Processing, H a r t f o r d , 
Connec t i cu t , May 9 - 1 1 , 1977, w i th the except ion of the last paper, "A hal t ing cond i t i on 
and re l a ted p run ing heurist ic for combinatorial search", which is an unpub l i shed 
w o r k i n g paper . 

A FUNCTIONAL DESCRIPTION OF THE 
HEARSAY- I I SPEECH UNDERSTANDING SYSTEM 

Lee D. Erman 

Department of Computer Science* 
Carnegie-Melion University, Pittsburgh, Pa. 15213 

ABSTRACT 

A description of the September, 1976, version of the 
Hearsay-II system is given at the knowledge-source level, 
indicating the actions of each knowledge-source and their 
interactions. 

INTRODUCTION 

The Hearsay-II system has been described elsewhere in 
terms of its system organization, including the model which has 
driven that design [Leh's75, ErMu75, FePa76]. Also, the 
individual knowledge sources (KSs) have been separately 
reported on in detail. In this paper, a description of the 
September, 1976, version of the system is given in terms of 
the functions and interactions of the KS. This does n o t 
include a description of how this configuration is realized 
within the general Hearsay model and Hearsay-II system, nor 
does it include many details Of the inner workings of the KSs, 
or comparisons of Hearsay-II with any other systems. 

The task for the system is to answer questions about 
and retrieve documents from a collection of computer science 
abstracts (in the area of artificial intelligence). Example 
sentences are: 

"Which abstracts refer to theory of computation?" 
"List those articles." 
"What has Minsky written since nineteen seventy-four?" 

The vocabulary contains 1011 words (in which each extended 
form of a root, e.g., the plural of a noun, is counted separately, 
if it appears). The grammar which defines the legal sentences 
is context free and includes recursion. The style of the 
grammar is such that there are many more non-terminals than 
in conventional syntactic grammars; the information contained 
in the greater number of nodes provides semantic and 
pragmatic constraint within the grammatical structure. For 
example, in place of 'Noun* in a conventional grammar, this 
grammar includes such non-terminals as 'Topic', 'Author', 'Year*, 
'Publisher', etc. 

The grammar allows each word, on the average, to be 
followed by seventeen other words of the vocabulary. The 

1 This worn was supported by the Defense Advanced 
Research Projects Agency (F44620-73-C-0074) and is 
monitored by the Air Force Office of Scientific Research. 

2 Henceforth, all descriptions are understood to apply to the 
September, 1976, system. 

standard deviation of this measure is very high (about 51), 
since some words can be followed by many others (up to 300 
in several cases). For the sentences used for performance 
testing, the average length is seven words and the average 
number of words that can follow any initial portion of the 
sentence is thirty-four. 

The September, 1976, configuration of the system 
recognizes about 807. of its test utterances (run blind) word-
for-word correctly, with about 907. of the utterances being 
interpreted semanticaily correct. 

SIGNAL ACQUISITION. PARAMETER EXTRACTION,  
SEGMENTATION, and LABELLING 

An input utterance is spoken into a medium-quality 
Electro-Voice RE-51 close-speaking headset microphone in a 
fairly noisy environment (>65 db). The audio signal is low-
passed filtered and 9-bit sampled at 10 KHz. AH subsequent 
processing, as well as controlling the A/D converter, is digital 
and is done on a time-shared PDP-10 computer. Four 
parameters (called "ZAPDASH") are derived by simple 
algorithms operating directly on the sampled signal [GoZa77]. 
These parameters are extracted in real-time and are initially 
used to detect the beginning and end of the utterance. 

The ZAPDASH parameters are next used by the S E G 
knowledge-source as the basis for an acoustic segmentation 
and classification of the utterance. This segmentation is 
accomplished by an iterative refinement technique: First, 
silence is separated from non-silence; then, the non-silence is 
broken down into the sonorant and non-sonorant regions, etc. 
Eventually, five classes of segments are produced: silence, 
sonorant peak, sonorant non-peak, fricative, and flap. 
Associated with each classified segment is its duration, 
absolute amplitude, and amplitude relative to its neighboring 
segments (i.e., local peak, local value, or plateau). The 
segments are contiguous and non-overlapping, with one class 
designation for each. 

Finally, the SEG KS does a finer labelling of each 
segment. The labels are allophonic-like; there are currently 98 
of them. Each of the 98 labeis is defined by a vector of auto­
correlation coefficients [ItMi75]. These templates are 
generated from speaker-dependent training data that have 
been hand-labelled. The result of the labelling process, which 
matches the central portion of each segment against each of 
the templates using the Itakura metric, is a vector of 98 
numbers; the Fth number is an estimate of the (negative log) 
probability that the segment represents an occurrence of the 
i'th alloohone in the label set. 

R e p r i n t e d f r o m 1977 IEEE C o n f . ASSP, 7 9 9 - 8 0 2 . 
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W O R D S P O T T I N G T O P - E N D P R O C E S S I N G 

T h e i n i t i a l g e n e r a t i o n o f w o r d s , b o t t o m - u p , i s 

a c c o m p l i s h e d b y a t h r e e - s t e p p r o c e s s . 

F i r s t , u s i n g t h e l a b e l l e d s e g m e n t s a s i n p u t , t h e POM 

K n o w l e d g e s o u r c e [ S m W o 7 6 ] g e n e r a t e s h y p o t h e s e s f o r l i k e l y 

s y l l a b l e c l a s s e s . T h i s i s d o n e b y f i r s t i d e n t i f y i n g s y l l a b l e 

n u c l e i a n d t h e n " p a r s i n g " o u t w a r d f r o m e a c h n u c l e u s . T h e 

s y l l a b l e - c l a s s p a r s i n g i s d r i v e n b y a p r o b a b i l i s t i c " g r a m m a r " o f 

" s y l l a b l e - c i a s s - > s e g m e n t " p r o d u c t i o n s ; t h e r u l e s a n d t h e i r 

p r o b a b i l i t i e s a r e l e a r n e d b y a n o f f l i n e p r o g r a m w h i c h i s 

t r a i n e d o n h a n d - l a b e l l e d u t t e r a n c e s . ( T n e c u r r e n t t r a i n i n g , 

w h i c h i s s p e a k e r - d e p e n d e n t , i s o v e r 6 0 u t t e r a n c e s c o n t a i n i n g 

a b o u t 3 6 0 w o r d t o k e n s . ) F o r e a c h n u c l e u s p o s i t i o n , s e v e r a l 

c o m p e t i n g s y l l a b l e - c l a s s h y p o t h e s e s a r e g e n e r a t e d — t y p i c a l l y 

t h r e e t o e i g h t . 

T h e s y l l a b l e c l a s s e s a r e u s e d t o h y p o t h e s i z e w o r d s . 

E a c h o f t h e 1 0 1 1 w o r d s i n t h e v o c a b u l a r y i s s p e c i f i e d b y a 

p r o n u n c i a t i o n d e s c r i p t i o n . F o r w o r d h y p o t h e s i z a t i o n p u r p o s e s , 

a n i n v e r t e d f o r m o f t h e d i c t i o n a r y is k e p t , i n w h i c h t h e r e i s 

a s s o c i a t e d w i t h e a c h s y l l a b l e - c l a s s a l l t h e w o r d s w h i c h h a v e 

s o m e p r o n u n c i a t i o n c o n t a i n i n g t h a t s y l l a b l e - c l a s s . T h e MOW KS 

[ S m W o 7 6 ] l o o k s u p e a c h h y p o t h e s i z e d s y l l a b l e c l a s s a n d 

g e n e r a t e s w o r d c a n d i d a t e s f r o m a m o n g t h o s e w o r d s c o n t a i n i n g 

t h a t s y l l a b l e - c l a s s . F o r e a c h w o r d t h a t i s m u l t i - s y l l a b i c , a l l o f 

t h e s y l l a b l e s i n o n e o f t h e p r o n u n c i a t i o n s m u s t m a t c n a b o v e a 

t h r e s h o l d . T y p i c a l l y , 5 0 w o r d s o f t h e 1 0 1 1 - w o r d v o c a b u l a r y 

a r e g e n e r a t e d a t e a c h s y l l a b l e n u c l e u s p o s i t i o n . 

F i n a l l y , t h e g e n e r a t e d w o r d c a n d i d a t e s a r e r a t e d a n d 

t h e i r b e g i n - a n d e n d - t i m e s a d j u s t e d b y t h e WIZARD 
k n o w l e d g e s o u r c e [ M c W o 7 7 ] . F o r e a c h w o r d i n t h e 

v o c a b u l a r y , W I Z A R D h a s a n e t w o r k w h i c h d e s c r i b e s t h e 

p o s s i b l e p r o n u n c i a t i o n s . T h i s r a t i n g i s c a l c u l a t e d b y f i n d i n g 

t h e p a t h t h r o u g h t h e n e t w o r k w h i c h b e s t m a t c h e s t h e l a b e l l e d 

s e g m e n t s , u s i n g t h e d i s t a n c e s a s s o c i a t e d w i t h e a c h l a b e l f o r 

e a c h s e g m e n t ; t h e r a t i n g i s t h e n b a s e d o n t h e d i f f e r e n c e 

b e t w e e n t h i s b e s t p a t h a n d t h e s e g m e n t l a b e i s . ^ 

T h e r e s u l t o f t h e w o r d p r o c e s s i n g s o f a r i s a s e t o f 

w o r d s . E a c h w o r d i n c l u d e s a b e g i n - t i m e , a n e n d - t i m e , a n d a 

c o n f i d e n c e r a t i n g . A p o l i c y K S , c a l l e d WORD-CTL ( ' w o r d 

c o n t r o l ' ) , s e l e c t s a s u b s e t o f t h e s e w o r d s , b a s e d o n t h e i r t i m e s 

a n d r a t i n g s , t o b e h y p o t h e s i z e d ; i t i s t h e s e s e l e c t e d w o r d 

h y p o t h e s e s t h a t f o r m m u c h o f t h e b a s e f o r t h e " t o p - e n d " 

p r o c e s s i n g t h a t n o w b e g i n s . T y p i c a l l y , t h e s e s e l e c t e d 

h y p o t h e s e s i n c l u d e a b o u t 7 5 ' Z o f t h e w o r d s a c t u a l l y s p o k e n 

( i . e . , " c o r r e c t " w o r d h y p o t h e s e s ) a n d w i t h e a c h c o r r e c t 

h y p o t h e s i s h a v i n g a r a t i n g w h i c h r a n n s i t o n t h e a v e r a g e a b o u t 

t h r e e , a s c o m o a r e d t o t h e f i v e t o t w e n t y - f i v e o r s o 

h y p o t h e s e s w h i c h c o m p e t e w i t h i t ( i . e . , w h i c h s i g n i f i c a n t l y 

o v e r l a p i t i n t i m e ) . T h e n o n - s e l e c t e d w o r d s a r e r e t a i n e d 

i n t e r n a l l y b y W O R D - C T L f o r p o s s i b l e l a t e r h y p o t h e s i z a t i o n . 

3 W I Z A R D i s , m e f f e c t , a m i n i a t u r e v e r s i o n o f t h e H A R P Y 

s p e e c h r e c o g n i t i o n s y s t e m [ L o H a 7 6 ] , e x c e p t t h a t i t h a s o n e 

n e t w o r k f o r e a c h w o r d , r a t h e r t h a n o n e n e t w o r k w i t h a i i 

w o r d s a n d a l l s e n t e n c e s . 

W o r d - I s l a n d G e n e r a t i o n 

T h e WOSEQ k n o w l e d g e s o u r c e [ L e S e 7 7 ] h a s t h e j o b o f 

g e n e r a t i n g , f r o m t h e w o r d h y p o t h e s e s g e n e r a t e d b o t t o m - u p , a 

s m a l l s e t ( a b o u t t h r e e t o t e n ) o f w o r d s e q u e n c e h y p o t h e s e s . 

E a c h o f t h e s e s e q u e n c e s , o r islands, c a n b e u s e d a s t h e b a s i s 

f o r e x p a n s i o n i n t o l a r g e r i s l a n d s , h o p e f u l l y c u l m i n a t i n g i n a n 

h y p o t h e s i s t h a t s p a n s t h e e n t i r e u t t e r a n c e . M u l t i - w o r d i s l a n d s 

a r e u s e d r a t h e r t h a n s i n g l e - w o r d i s l a n d s b e c a u s e o f t h e 

r e l a t i v e l y p o o r r e l i a b i ' i t y o f r a t i n g s o f s i n g l e w o r d s a s w e l l a s 

t h e l i m i t e d s y n t a c t i c c o n s t r a i n t s u p p l i e d b y s i n g l e w o r d s . 

W O S E Q u s e s t w o k i n d s o f k n o w l e d g e t o g e n e r a t e m u l t i ­

w o r d i s l a n d s : 

A t a b l e d e r i v e d f r o m t h e g r a m m a r i n d i c a t e s f o r 

e v e r y o r d e r e d p a i r o f w o r d s i n t h e v o c a b u l a r y ( 1 0 1 1 x 

1 0 1 1 ) w h e t h e r t h a t p a i r c a n o c c u r i n t h a t o r d e r i n 

s o m e s e n t e n c e o f t h e d e f i n e d l a n g u a g e . T h i s b i n a r y 

t a b l e ( w h i c h c o n t a i n s a b o u t 1.77, " l ' ^ s ) t h u s d e f i n e s 

" l a n g u a g e - a d j a c e n c y " . 

A c o u s t i c - p h o n e t i c k n o w l e d g e , e m b o d i e d i n t h e 

JUNCT K S , i s a p p l i e d t o p a i r s o f w o r d h y p o t h e s e s a n d 

i s u s e d t o d e c i d e i f t h a t p a i r m i g h t b e c o n s i d e r e d t o b e 

t i m e - a d j 3 c e n t i n t h e u t t e r a n c e . J U N C T u s e s t h e 

d i c t i o n a r y p r o n u n c i a t i o n s a n d e x a m i n e s t n e s e g m e n t s a t 

t h e i r j u n c t u r e ( g a p o r o v e r l a p ) i n m a k i n g i t s d e c i s i o n . 

W O S E Q t a k e s t h e h i g h e s t - r a t e d s i n g l e w o r d s a n d 

g e n e r a t e s m u l t i - w o r d s e q u e n c e s b y e x p a n d i n g t h e m w i t h o t h e r 

h y p o t h e s i z e d w o r d s t h a t a r e b o t h t i m e - a n d l a n g u a g e -

a d j a c e n t . T h i s e x p a n s i o n i s c o n t r o l l e d b y h e u r i s t i c s b a s e d o n 

t h e n u m b e r a n d r a t i n g s o f c o m p e t i n g w o r d h y p o t h e s e s . T h e 

b e s t o f t h e s e w o r d s s e q u e n c e s ( w h i c h o c c a s i o n a l l y i n c l u d e s 

s i n g i e w o r d s ) a r e h y p o t h e s i z e d . 

T h e t o p - e n d p r o c e s s i n g i s s t a r t e d b y t h e c r e a t i o n o f 

t h e s e w o r d - s e q u e n c e h y p o t h e s e s . S u b s e q u e n t l y , W O S E Q m a y 

g e n e r a t e a d d i t i o n a l h y p o t h e s e s i f t h e r e c o g n i t i o n p r o c e s s 

s e e m s n o t t o b e m a k i n g p r o g r e s s b a s e d o n t h o s e a l r e a d y 

h y p o t h e s i z e d . T h e s e a d d i t i o n a l h y p o t h e s e s m a y i n c l u d e 

s h o r t e r , d e c o m p o s e d v e r s i o n s o f s o m e o f t h e o r i g i n a l o n e s . 

W o r d - S e q u e n c e P a r s i n g 

B e c a u s e t h e s y n t a c t i c c o n s t r a i n t s u s e d i n t h e g e n e r a t i o n 

o f t h e w o r d s e q u e n c e s a r e o n l y p a i r - w i s e , a s e q u e n c e l o n g e r 

t h a n t w o w o r d s m a y n o t b e s y n t a c t i c a l l y a c c e p t a b l e . A 

c o m p o n e n t o f t h e SAS3 [ H a S y 7 7 , H a U n 7 7 ] k n o w l e d g e s o u r c e 

c a n p a r s e a w o r d s e q u e n c e o f a r b i t r a r y l e n g t h , u s i n g t h e f u l l 

c o n s t r a i n t s g i v e n b y t h e l a n g u a g e . T h i s p a r s i n g d o e s n o t 

r e q u i r e t h a t t h e w o r d s e q u e n c e f o r m a c o m p l e t e n o n - t e r m i n a l 

i n t h e g r a m m a r n o r t h a t t h e s e q u e n c e b e s e n t e n c e - i n i t i a l o r 

s e n t e n c e - f i n a l , o n l y t h a t t h e w o r d s o c c u r c o n t i g u o u s l y 

s o m e w h e r e i n s o m e s e n t e n c e o f t h e l a n g u a g e . I f a s e q u e n c e 

h y p o t h e s i s d o e s n o t p a r s e , t h e h y p o t h e s i s i s m a r k e d a s 

" r e j e c t e d " . O t h e r w i s e , a p h r a s e h y p o t h e s i s i s c r e a t e d . 

A s s o c i a t e d w i t h t h e p h r a s e h y p o t h e s i s i s t h e w o r d s e q u e n c e o f 

w h / c h i t i s c o m p o s e d , a s w e l l a s i n f o r m a t i o n a b o u t t h e w a y ( o r 

w a y s ) t h e w o r a s p a r s e d . 
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Word Predictions from Phrases 

Another component of the SASS knowledge source can, 
for any phrase hypothesis, generate predictions of all words 
which can immediately precede and all which can immediately 
follow the phrase in the language. In doing the computation to 
generate these predictions, this KS uses the parsing 
information attached to the phrase hypothesis by the parsing 
component. 

Word Verification 

An attempt is made to verify the existence of or reject 
each such predicted word, in the context of its predicting 
phrase. If verif ied, a confidence rating for the word must also 
be generated. First, if the word has been hypothesized 
previously and passes the test for time-adjacency (by the 
JUNCT KS), it is marked as verified and the word hypothesis is 
associated with the prediction. (Note that a single word may 
thus become associated with several different phrases.) 
Second, a search is made of the internal store of WOPO-CTL to 
see if the candidate can be matched oy a previously generated 
candidate which had not been hypothesized. Again, JUNCT 
makes a judgment about time-adjacency. Finally, WIZARD 
compares its word-pronunciation network to the segments in 
an attempt to verify the prediction. 

For each of these different kinds of verification, the 
approximate begin-time (end-time) of the word being predicted 
to the right .(left) of the phrase is ta*en to be the end-time 
(begin-time) of the phrase. The end-time (begin-time) of the 
predicted word is not known and, in fact, one requirement of 
the verif ication step is to generate an approximate end-time 
(begin-time) for the verified word. In general, several 
dif ferent "versions" of the word may be generated which 
differ primarily in there end-times; since no context to the 
right (left) of the predicted word is given, several different 
estimates of the end (beginning) of the word may be plausible 
based solely on the segmental information. 

Word-Phrase Concatenation 

For each verified word and its predicting phrase, a new 
and longer phrase may be generated. This process, 
accomplished by a component of SASS similar to the Word-
Sequence recognition component, involves parsing the words 
of the original phrase augmented by the newly verified word. 
The extended phrase is then hypothesized and includes a 
rating based on the ratings of the words that compose it. 

Complete Sentences and Halting Criteria 

Two unique "word" hypotheses are generated before 
the first and after the last segment of the utterance to denote 
begin and end of utterance, respectively. These same "words" 
are included in the syntactic specification of the language and 
appear as the first and last terminals of every complete 
sentence. Thus, any verified phrase that includes these as its 
extreme constituents is a complete sentence and spans the 
entire utterance. Such a sentence oecomes a candidate for 
selection as the system's recognition result. 

In general, the control and rating strategies do not 

guarantee that the first such complete spanning hypothesis 
found will have the highest rating of all possible spanning 
sentence hypotheses that might be found if the search were 
aliowed to continue, so the system does not just stop with the 
first one generated. However, the characteristics of such an 
hypothesis are used to prune from further consideration other 
partial hypotheses which, because of their low ratings, are 
unlikely to be extendable into spanning hypotheses with 
ratings higher than the best already-discovered spanning 
sentence. This heuristic pruning procedure is based on the 
form of the ratings function (i.e., how the rating of the phrase 
is denved from its constituent words). The pruning procedure 
considers each partial pnrase and uses the ratings of other 
word hypotheses in the time areas not covered by the phrase 
to determine if the phrase might be extendable to a phrase 
rated higher than the spanning hypothesis; if not, the partial 
phrase is pruned. This pruning process and the rating and 
halting policies are discussed in [HaPo77]. 

The recognition processing finally halts in one of two 
ways: First, there may be no more partial hypotheses left to 
consider for predicting and extending. Because of the 
combinatorics of the grammar and the likelihood of finding 
some prediction that is rated at least above the absolute 
rejection threshold, this form of termination happens when the 
pruning procedure has been effective and has eliminated all 
competitors. Second, the expenditure of a predefined amount 
of computing resources (time or space) also halts the 
recognition process; the actual thresholds used are set 
according to the oast performance of the system on similar 
sentences (i.e., of the given length and over the same 
vocabulary and grammar). 

Once the recognition process is halted, a selection of 
one or more phrase hypotheses is made to represent the 
result. If at least one spanning sentence hypothesis was 
found, the highest-rated such hypothesis is chosen*, otherwise, 
a selection of several of the highest-rated of the partial 
phrase hypotheses is made, b.asing the selection to the longest 
ones which tend to overlap (in time) the ieast. 

Attention Focussing 

The top-end processing operations include (a) word -
island generation, (b) word sequence parsing, (c) word 
prediction from phrases, (a) word verification, and (e) wo rd -
phrase concatenat.on. Of these, (b), (c), and (d) are the most 
Sequent ! / perfomed. In general, there are a number of these 
actions waiting to be performed at various places in the 
utterance. The selection at each point in the processing of 
which of these actions to perform is a problem of combinatory 
control, since the execution of each action will, in general, 
generate more such actions to be done. 

To handle this problem, the Hearsay-II system has a 
statistically-based scheduler [HaFo77] which calculates a 
pr ior i ty for each action and selects, at each time, the waiting 
action wi!h the highest priority. The priority calculation 
attempts to estimate the usefulness of the action in fulfil l ing 
the overall system goal of recognizing the utterance. The 
calculation is based on information specified when the action is 
t rggercd . For example, the word verifier is tr iggered 
whenever words are predicted from a phrase hypothesis; the 
information passed to the scheduler in order to help calculate 
the prior i ty of this instant.ation of the verifier includes such 
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things as the time and rating of the predicting phrase and the 
number of words predicted. In addition to the action-specific 
information, the scheduler keeps t r a c K of the overall state of 
the system in terms of the kinds and quality of hypotheses in 
each time area. 

INTERPRETATION and RESPONSE 

The SEMANT knowledge-source [HaDi77] accepts the 
word sequence(s) resuit of the recognition process and 
generates an interpretation in an unambiguous format for 
interaction with the data base that the speaker is querying. 
For example, the sponen sentence 

"What has Minsky written since 1974?" 
is represented in this format as 

Type:SREQUEST 
Subtype: SQUERY!AUTHOR!DATE 

[Date: >1974; Author: "MINSKY"] 

The interpretation is constructed by actions associated 
with "semanticaily interesting" non-terminals in the parse 
tree(s) of the recognized sequence(s). If recognition results in 
two or more partial sequences, SEMANT constructs a 
consistent interpretation based on all of the partial sentences, 
taking into account for each partial sentence its rating, 
temporal position, and consistency (or competitiveness) as 
compared to the other partial sentences. 

The DISCO knowledge-source [HaDi77] accepts the 
formatted interpretation of SEMANT and produces a response 
to the speaker. This response is often the display of a 
selected portion of the queried data base. In order to retain a 
coherent interpretation across sentences, DISCO has a finite-
state model of the discourse which is updated with each 
interaction. 

REFERENCES 

[CmSp77] CMU Comp. Sci. Dept. Speech Group, S p e e c h 
Understanding Systems: Summary of Results of the Five-

Year Research Effort, Comp. Sci. Dept., Carnegie-Mellon 
University, Pittsburgh, 1977. 

[ErMu75] L. D. Erman and V. R. Lesser, "A Multi-Level 
Organization for Problem Solving Using Many, Diverse, 
Cooperating Sources of Knowledge", Proc. 4th Inter. Joint 

Conf. on Artificial Intelligence, Tbilisi, Georgia, USSR, 
Sept., 1975, 433-490. 

[FePa77] R. D. Fennell and V. R. Lesser, "Parallelism in AI 
Problem Solving: A Case Study of Hearsay-II", IEEE 

Trans, on Computers, Feb., 1977. 

[GoZa77] K Goldberg, R. Reddy, and GL Gill, T h e ZAPDASH 
Parameters, Feature Extraction, Segmentation, and 
Labeling for Speech Understanding Systems", in 
[CmSp77]. 

[HaSy77] F. Hayes-Roth, L. D. Erman, M. Fox, and 
D. J. Mostow, "Syntactic Processing in Hearsay-II", in 
[CmSp77]. 

[HaSe77] F. Hayes-Roth, M. Fox, G. Gill, and D. J. Mostow, 
"Semantics and Pragmatics in the Hearsay-II Speech 
Understanding System", in [CmSp77]. 

[HaDi77] F. Hayes-Roth, G. Gill, and D. J. Mostow, "Discourse 
Analysis and Task Performance in the Hearsay-II Speech 
Understanding System", in [CmSp77]. 

[HaFo77] F. Hayes-Roth and V. R. Lesser, "Focus of Attention 
in the Hearsay-II Speech Understanding System", Tech. 
report, Computer Science Department, Carnegie-Mellon 
University, Pittsburgh. 

[HaPo77] F. Hayes-Roth, V. R. Lesser, D. J. Mostow, and 
L. D. Erman, "Policies for Rating Hypotheses, Halting, and 
Selecting a Solution in Hearsay-II", in [CmSp77]. 

[HaUn77] F. Hayes-Roth, D. J. Mostow, and M. Fox, 
Understanding speech in the Hearsay-II system. In 
L. Bole (Ed.), Natural Language Communication with 

Computers. Berlin: Springer-Verlag, 1977 (in press). 

[ItMi75] F. Itakura, "Minimum Prediction Residual Principle 
Applied to Speech Recognition", IEEE Trans. ASSP-23, 67-
72. 

[LeHs75] V. R. Lesser, R. D. Fennell, L D. Erman, and 
D. R. Reddy, "Organization of the Hearsay-II Speech 
Understanding System", IEEE Trans, on Acoustics, Speech, 

and Signal Processing, ASSP-23, no. 1, 11-23, Feb., 1975. 

[LeSe77] V. R. Lesser, F. Hayes-Roth, M. Birnbaum, and 
R. Cronk, "Selection of Word Islands in the Hearsay-II 
Speech Understanding System", Proc. 1977 IEEE Inter. 

Conf. on Acoustics, Speech and Signal Processing. 

Hartford, Ct. 

[LoHa76] B. Lowerrc, "The HARPY Speech Recognition 
System", Ph.D. Thesis, Comp. Sci. Dept., Carnegie-Mellon 
Univ., Pittsburgh. 

[McWo77] D. M. McKeowo, "Word Verification in the HEARSAY 
II Speech Understanding System", Proc. 1977 IEEE Inter. 

Conf. on Acoustics, Speech and Signal Processing. 

Hartford, Ct. 

[SmWo76] A. R. Smith, "Word Hypothesization in the Hearsay-
II Speech Understanding System", Proc. of IEEE Int. Conf. 

on ASSP, Philadelphia, Pa. 

1 3 4 



SELECTION OF WORD ISLANDS 

IN 

THE HEARSAY-II SPEECH UNDERSTANDING SYSTEM 

Victor Lesser, Frederick Hayes-Roth, Mark Bimboum, Robert Cronk 

Department of Computer Sctenet 

Carnegie-Mollon UncvarsUy, Pittsburgh, Pa. 15213 

ABSTRACT 

In Hearsay-II, a word recognizer hypothesizes words 
bottom-up from acoustic data. Usuaily many competing 
words are hypothesized for each time interval of speech, 
with the correct word rarely too-ranked. Due to the 
unreliable ratings of words and the limited syntactic 
constraint supplied by single words, the use of single-word 
islands would cause the recognition system to explore many 
blind alleys before abandoning an incorrect island. In 
addition, the multiplicity of words makes the parsing of ail 
possible word sequences extremely time-consuming. The 
Hearsay-I I island selection strategy uses (1) knowledge of 
what word adjacencies are allowed by the grammar, (2) 
analysis of acoustic data at the junctures between word 
hypotheses, and (3) heuristics based on the number of 
competing word hypotheses, to form multi-word islands 
which the syntax-level knowleage source first checks for 
grammatically and then attempts to extend to form a 
complete recognition. 

INTRODUCTION 

Conventional strategies for controlling the search in a 
continuous speech understanding system fall into two major 
categories: left-to-right (HARPY [Lowerre, 1976], Hearsay-I 
[Reddy, 1973]} and island-driven (SRI [Paxton, 1975], 
SPCIILIS [Woods, 1975], Hearsay-II [Lesser, 1975]) 
strategies. In the left-to-right strategy, as the name 
implies, the search always begins at the start of the 
utterance and continues to extend in a left-to-right manner 
each partially hypothesized phrase that appears plausible. 
In contrast, the island-driven strategy, before beginning the 
process of phrase hypothesization and extension, first 
performs a scan of the entire utterance in an attempt to 
spot likely words [Smith 1976, Klovstad 1976]. Tne best 
words found in this phase are chosen as the initial phrasal 
hypotheses for the second phase of the search, in this 
second phase, a partial phrase chosen for further extensions 
can be extended by prediction of grammatically legal word 
extensions on either the left or right or in both directions, 
depending, for instance, on the constraints given by the 
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Air Force O f f i c e of S c i e n t i f i c Research. 

grammar about which direction has fewer extensions (see 
Hayes-Roth and Lesser 1976, Paxton and Robinson 1975, 
and Woods 1976 for a discussion of techniques for choosing 
the next hypothesis to extend); this strategy allows the 
phrasal hypothesis to be concatenated with existing partial 
phrases to construct new, enlarged hypotheses. 

The advantages of the left-to-ngnt strategy over the 
more sophisticated island-driven strategy are mainly in the 
area of efficiency: (1) the computationally expensive word-
spotting phase is oypassed and (2) the application of 
grammatical knowledge and the overhead for controlling the 
search is much less expensive. The major disadvantage of 
the left-to-right scheme is that the beginning of the 
utterance may not contain very good acoustic data ana thus 
lead to initial word predictions that are very poor; in this 
case, it may be very difficult or impossible (if the correct 
word was not hypothesized) to recognize the utterance. 
The major advantage of island-driven strategy is its 
robustness; there may be hypothesized more than one 
correct initial island, and thus there exists more than one 
sequence of steps to achieve the correct recognition. In 
addition, the island-driven strategy would seem to have a 
higher probability of starting the search with an initial island 
that is valid because of its word-spotting phase. However, 
this word-spotting search may not in practice produce 
results as valid as would be expected because words are 
predicted based only on acoustic constraints; neither 
grammatic nor co-a"ticulation constraints are used except at 
the beginning and end of the utterance. Another advantage 
of the island-driven strategy is that it can use variations in 
the branching factor of the grammar at different points in 
the utterance to reduce the space needed to be searched. 

The major disadvantage of both of these search 
strategies is that they are particularly sensitive to major 
rating "errors" on single words—cases where a valid word 
is rated lower than an invalid word in the same time area. If 
the correct word in the starting area is very poorly rated, a 
best-first search from the higher-rated alternatives wiil 
develop a very large search space, and backtracking all the 
way to the initial incorrect decision will be very expensive 
and unlikely. 

Two means of overcoming this shortcoming exist. 
First, in the Iimited-breadth-first search, the N top rated 
words in an area are used to begin searches, and as long as 
one of these is correct, recognition is not precluded. The 
second alternative is to identify multi-word sequences of 
word hypotheses that are most probably correct as the 
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s ta r t i ng islands in an island-driven strategy. In comparison 
w i t h s ing le-word islands or lef t - to-r ight single-word starting 
hypotheses , mul t i -word sequences are more reliable for two 
reasons: under certain generally applicable conditions, the 
c red ib i l i t y of a sequence hypothesis exceeds that of a single 
w o r d hypothesis and, secondly, the reliability of a validity 
ra t ing for a sequence is greater than that of a single word 
hypothes is . 

To substantiate this conjecture, consider the following 
average rank order statistics for initial islands based on the 
th ree d i f ferent approaches. These data were collected over 
3 4 t ra in ing utterances, with each island generation strategy 
appl ied to all utterances. The average sentence length was 
5.5 words . The le f t - to- r ight and the single-word island-
d r i ven strategies have the same rann order statistic which is 
2.6 (i.e., there are on the average i.6 islands with ratings 
be t t e r than the correct one). It is interesting to note that in 
none of the 34 utterances did the left- to-r ight strategy not 
hypothes ize the correct word in the initial utterance 
pos i t ion ; the average number of words hypothesized for the 
ini t ial posi t ion was eleven words. The average rank order 
stat ist ic for the mul t i -word island strategy, if one utterance 
is el iminated in which the rank order is 30, is 2.0; the 
average length of the best correct multi-word island is 2.3 
wo rds , where the average number of correct words 
hypothes ized bot tom-up is 3.0; 

A MULTI-LEVEL ISLAND-DRIVEN STRATEGY 

The st rategy found to be most effective in the 
Hearsay - I I system (as applied to a 1000-word vocabulary 
w i t h an average word fanout of 33) is to seiect mult i-word 
sequences of word hypotheses as starting islands for 
syn tax - leve l processing. This strategy introduces a new 
level of hypothesis, the word sequence, between the 
convent ional lexical and phrase levels. A word-sequence 
hypothes is is a concatenation of one or more word 
hypotheses. In contrast with a phrasal hypothesis, a wo rd -
sequence hypothesis is created before the syntax-level 
knowledge source begins its work, and may not be 
grammatical (i.e., it may represent a sequence of words 
wh ich does not appear in any sentence in the language 
de f ined by the grammar). 

The decision to create word-sequence hypotheses 
arose f rom the realization that the combinatorial space of all 
possib le sequences of word hypotheses, generated as a 
resu l t of the word-spot t ing scan, can be reduced snarply by 
app ly ing a computationally inexpensive filter to the data. 
This f i l ter is based on simple kinds of grammatical and co-
ar t icu lat ion knowledge about which word pairs are possible. 
The grammatical constraints are specified through a square 
bi t matr ix, whose order is the size of the vocabulary; each 
e n t r y (i,j) in the matrix indicates whether word j can follow 
w o r d i in the grammar. If two words can follow each other, 
t hey are called "language-adjacent". The co-articulation 
const ra in ts are specified through another square matrix, 

whose order is the size of the number of phonemes. Each 
e n t r y (i, j) in the matrix indicates what type of acoustic 
segments are allowed in the juncture between two words, 
the f i rs t wo rd ending with the phoneme i and the second 
w o r d beginning wi th phoneme j . The appendix contains a 
more detai led descript ion of how the co-articulation 
const ra in ts are implemented. If two words pass these co-

ar t icu lat ion constraints, they are said to be "time-adjacent". 
A word-sequence hypothesis always consists of word 
hypotheses which are pair-wise language-adjacent and 
t ime-adjacent . 

Consider a pair of word hypotheses that are 
language- and time-adjacent. If there is a third hypothesis 
that is language- and time-adjacent, either to the left of the 
f i rs t w o r d of the pair or to the right of the second, it can be 
concatenated onto the pair to form a three word hypothesis. 
This action of extending could be repeated (leftward and 
r igh tward ) until there were no more possible extensions. If 
t he re were many alternative extensions at each point, this 
process would result in the creation of a larger numoer of 
par t ia l ly similar word sequences. However, it is clear that a 
sequence of more than two words may not be grammatical, 
since language-adjacency is defined only between 
successive two word pairs. The determination of the 
g rammat ica l l y of a sequence by the syntax-level knowledge 
source is a relat ively expensive operation (between .1 and 1 
seconds on a PDP-10 KA10); thus, there is a bias against 
c reat ing word sequences which have a high probabil ity of 
be ing incorrect . 

The factors which are of interest in deciding whether 
a w o r d sequence is good are the length of the sequence, the 
ra t ings of its individual word hypotheses, and the number of 
Other w o r d hypotheses competing ( o v e r l a D p m g in time) with 
each of them. The best starting island is the longest one 
wh ich has a ve ry high probabil i ty of being correct, with 
correctness taking precedence over length; correctness is a 
funct ion of both individual word validity rating and the lack 
of similar al ternat ive sequences. These considerations led 
to the fo l lowing algorithm for sequence creation: 

(1) The 30 highest-rated word hypotheses anywhere 
in the ut terance are chosen as initial one word sequences. 
Those wi th ratings less than some cutoff are discarded 
unless doing so wouid leave less than five, in which case the 
f i ve top words are kept. 

(2) Each initial sequence is assigned a competing 
sequence count (CSC) of 1. 

(3) For each current sequence, the sets of all word 
hypotheses le f t - (nght ) language- and time-adjacent to the 
beginning (ending) words of the sequence are found. If the 
cur ren t sequence has CSC-N, and R right-adjacent words 
are found, then a right extension would have CSC=N*R. 

(4) Only those extensions whose average word ratings 
exceed a cutoff prooort ional to the square root of N«-R are 
fo rmed. The direct ion chosen for extension is a function of 
CSC count for the direction and the validity of the highest 
w o r d that remains to be extended in the specific direction. 

(5) Steps 3 and 4 are reoeated in a recursive manner 
unt i l no more extensions can be formed. 

All sequences that are generated as a result of this 
process which are subsequences of another sequence are 
discarded. 

This algorithm produces a large number of potential 
w o r d sequences, usually between 10 and 100. The cost of 
val idat ing them ail for grammatically is expensive. Thus, 
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another level OF filtering is performed, based on a rating 
attached to each word sequence. The rating of a sequence 
IS AN increasing function of these quantities: (1) the 
duration-weighted average word rating, AVGRATE, computed 
BY summing the product (word's rating)*(number of syllables 
IT contains) over all words in the sequence and then dividing 
BY THE number of syllables in the sequence; (2) the duration, 
DUR, computed AS the percent of the utterance's syllables 
contained in the sequence; (3) the number OF words IN THE 
sequence, NW0RDS. The rating function is 

RATE - AVGRATE + 0.1 * NWORDS * AVGRATE • 0.5 * DUR 

THE highest rated word sequence plus word 
sequences whose rating is some epsilon away from the 
highest are chosen as candidates for further evaluation. In 
addition, another criteria is employed to choose sequences 
FOR further evaluation: if at all possible, there should be at 
LEAST ONE word sequence for each area of utterance; the 
TIME areas not covered by the highest rated word-
sequences are the areas that are attempted to be covered 
BY lesser rated word-sequences. Word sequences not 
chosen by this filtering are not discarded but rather are 
held IN abeyance until either processing later on stagnates, 
OR AN existing word sequence candidate has been found to 
BE ungrammatical or cannot be successfully extended; in 
these cases, these poorer-rated sequences are 
hypothesized FOR consideration by THE rest of the system. 
THIS process of word sequence generation for the 34 
utterances results in an average of 8.1 initial candidates, 
WITH AN average of 6.6 more candidates being generated 
during the run. 

THE basic result of this algorithm is the identification 
OF sequences of time-adjacent and language-adjacent words 
whose credibility is high. Although a iarge proportion of 
THESE sequences may not be grammatical, very few highest-
rated sequences are ever incorrect (unless no successive 
correct word pairs are hypothesized). Furthermore, the 
computation of CSC biases against forming long sequences 
except where the chance occurrence of a language-adjacent 
pair is small; thus, in only ten percent of utterances does a 
highly-rated incorrect sequence contain a correct 
subsequence of length greater than one which does not 
occur IN a longer correct sequence. In such a case, if the 
grammatically of the incorrect long sequence is rejected by 
THE syntax knowledge source, a decomposition of the 
sequence into two maximal subsequences occurs; these 
decompositions will be hypothesized subsequently if rated 
sufficiently high. This is a form of backtracking and, 
therefore, is subject to the same weaknesses as other 
backtracking search algorithms. In this case, however, the 
probability of a false initial island has been greatly reduced. 
AS A result, the chance of a totally fruitless search is 
correspondingly reduced. 

THE effectiveness, in terms of both total system error 
RATE and amount of search performed, of this multi-word 
island approach over both the left-to-right and single-word 
island-driven strategies is indicated by following statistics; 
THE overall error rate for the three strategies is 67%, 47% 
AND 547 , respectively. In the ten sentences that were 
recognized correctly by ail three strategies, the average 
number of phrases hypothesized are 47, 68 and 68, 
respectively. 

CONCLUSION 

The multi-word sequence generation procedure is a 
key knowledge sources in Hearsay-II. By exploiting the 
redundancy of the language to identify plausible word 
sequences and, incidentally, increasing the probability that a 
vaiid starting island hypothesis will be more highly rated 
than an incorrect one, this source of knowledge provides 
very reliable and useful knowledge to direct the overall 
search. In our opinion, this knowledge source is a 
paradigmatic example of the effective use of redundancy 
and statistical sampling to achieve a reduction of uncertainty 
in problems characterized by fuzzy and partial information. 

REFERENCES 

Computer Science Speech Group (1976). "Working Papers in 
Speech Recognition IV - The Hearsay-II System," Tech. 
Report, Dept. of Computer Science, Carnegie-Mellon Univ., 
Pittsburgh, PA 15213. 

F. Hayes-Roth and V. R. Lesser (1976). "Focus of Attention 
in a Distributed-Logic Speech Understanding System," Proc.  
IEEE Int. Conf, on ASSP. Philadelphia, PA. 

J. W. Klovstad (1976), "Probabilistic Lexical Retrieval 
Component with Embedded Phonological Word Boundary 
Rules," IEEE InL CONF. on Acoustics, Speech and Signal  
Processing, Philadelphia, 578. 

V. R. Lesser, R. D. Fennell, L. D. Erman, and D. R. Reddy 
(1975) . "Organization of the Hearsay-II Speech 
Understanding System," IEEE Trans. ASP-23. No. 1, 11-23. 

B. Lowerre (1976). 'The HARPY Speech Recognition 
System," Doctoral Dissertation, Computer Science Dept., 
Carnegie-Meilon University, Pittsburgh, PA. 

W. K Paxton and A. E. Robinson (1975). "System Integration 
and Control in a Speech Understanding System," A. I. Center, 
Tech. Note 111, SRI, Menlo Park, CA. 

D. R. Reddy, L. D. Erman and R. B. Neely (1973). "A Model 
and a System for Machine Recognition of Speech". IEEE 
Trans. Audio AND Electroacoustics. vol. au-21, (3), 229-238. 

A. R. Smith (1976), "Word Hypothesization in the HEARSAY II 
Speech SYSTEM," IEEE Int. CONF. CN ACOUSTICS, Speech AND  
Signal PROCESSING, Philadelphia, 549 -552 . 

W. A. Woods (1974), "Motivation and Overview of BBN 
SPEECHLIS: An Experimental Prototype for Speech 
Understanding Research,"* PROC. of_ IEEE Syr^O. on Speech  
Recognition, Carnegie-Mellon University, Pittsburgh, PA, 1 -
10. 

W. A. Woods et al.(1976), "Speech Understanding Systems." 
Quarterly Technical Progress REDORT No. 6. BBN Report 
3303 , Bolt, Beranek and Newman, Cambridge, Mass. 

1 3 7 



APPENDIX 

This appendix describes the word pair adjacency acceptance 
procedure (JUNCT) developed for Hearsay-II, the knowledge 
it uses, and the current results. Such a procedure must be 
computationally inexpensive, making decisions on hundreds 
Of pairs of hypothesized words. It must rely upon 
knowledge of word junctures and upon the information 
contained in the segmental transcription of the spoken 
utterance. And it must reject as many mcorrcct pairs (word 
pairs not actually spoken) as possible, without rejecting any 
of the correct pairs. 

As input, JUNCT receives a pair of word hypotheses. If it 
determines, based upon the times associated with the 
hypotheses, the juncture rules contained in the procedure, 
and the segmental description of the spoken utterance, that 
the words are adjacent, the pair is accepted as a valid 
sequence; otherwise it is rejected. 

The word junctures upon which JUNCT must make its 
decisions fall within three distinct cases: (1) Time-contiguous 
hypotheses: Words which are time contiguous are 
immediately accepted by JUNCT as a possible sequence; no 
further tests for adjacency are performed. (2) Overlapping 
hypotheses: When two words overlap in time, juncture rules 
are applied in the context of the segmental interpretation of 
the utterance to determine if such a juncture is allowable 
for the word pair. (3) Separated hypotheses: When the 
words are separated by some interval of time, rules are 
applied, as in the overlap case, to determine whether the 
pair can be accepted as a valid sequence in the utterance. 

The juncture rules used by JUNCT are of two types: (1) 
allowable overlaps of word end- and begin-phonemes, and 
(2) tests for disallowed segments within the word juncture. 
A bit matrix of allowable overlaps is precompiled into the 
procedure, and is indexed by the end- and begm-phonemes 
Of the word pair. Any overlap juncture involving phonemes 
which are not allowed to share segments is rejected by 
JUNCT. In the separation case, as in allowed overlaps, the 

segmental description of the spoken utterance is examined 
in the context of the end- and begin-phonemes of the word 
pair to determine if any disallowed segments are present in 
the juncture. If such segments are found, the word pair is 
rejected. Only when a word pair passes all rule tests which 
apply in the segmental context of its juncture is it accepted 
as a valid sequence. 

Examples of allowable phoneme overlaps are the following: 

(1) Allow words to share a flap-like segment if one of the 
juncture phonemes is a stop. (2) Allow nasal-like segment 
overlaps in nasal-stop phoneme junctures. (3) In a 
fricative-stop phoneme juncture, allow sharing of 
aspirations, fricatives, silences, and flap-like segments. 

Examples of non-allowed segments in a juncture are the 
following: (1) Do not allow a vowel segment in any juncture 
(overlap or separation), unless it is a vowel-vowel phoneme 
juncture. (2) Do not allow a fricative segment in any non-
fricative juncture. 

Current Results 

Stand-alone performance evaluation runs were made over 
60 utterances using wpras generated from files produced by 
the Hearsay-II word hypothesizer. Syntactically adjacent 
pairs of words whose ratings were 40 and above (on a scale 
from 0 to 100) and whose times (left-word end time and 
right-word begin time) were wtthin a 200 millisecond 
interval were considered. All of the words used for testing 
the procedure were hypothesized "bottom-up" in Hearsay-II; 
no grammatically based predictions were used in the 
evaluation runs. Table 1 summarizes the performance of the 
JUNCT procedure. 

It is expected that, as lower-level sources of knowledge 
provide more accurate times for word hypotheses, the rules 
for acceptance of valid word pairs may be tightened, further 
increasing the speed and performance of Hearsay-II. 

CORRECT 
WORD PAIRS 

INCORRECT 
WORD PAIRS TOTAL 

ACCEPTED 188 (95 .4$ ) 2891 ( 4 l f t 3079 (42f t 

REJECTED 5 (2 .5 f t 4224 (593) 4233 (58 f t 

TOTAL 197 7115 7312 

Table 1 . JUNCT performance (60 u t te rances) 
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ABSTRACT 
A key problem for speech understanding systems is 

the ver i f icat ion of word hypotheses generated by various 
knowledge sources in the system. In this paper we will 
discuss the general problem of word verification in speech 
understanding systems. A description of our matching 
a lgor i thm for word verif ication which is based on that used 
in the HARPY system, a general connected speech 
recogni t ion system (Lowerrc, 1976), is given. An example of 
the ver i f icat ion of a word hypothesis using this algorithm is 
p resen ted . Problems which arose in applying this technique 
to ver i f icat ion of individual words in a connected speech 
understanding system and their solutions are discussed. A 
per fo rmance analysis of the verif ier in terms of accuracy 
and speed is given and directions for future work are 
indicated. 

INTRODUCTION 
Word veri f icat ion is the evaluation of word 

hypotheses in speech understanding or recognition systems. 
The aim of this evaluation is to decide which hypotheses are 
w o r t h y of fur ther processing by other Darts of the system. 
This evaluat ion is generally performed by measuring how 
c losely a given word matches its predefined representation. 
The representat ion and the match of the acoustic signal may 
be per fo rmed at various representational levels such as the 
parametr ic , phonetic and syllabic. Since errors are 
in t roduced and propagated as information is encoded from 
the parametr ic to the syllabic level, accurate matching 
becomes increasingly difficult at each successive level of 
abst ract ion. However the computation time for matching 
decreases since there are fewer match elements each 
contain ing more information. 

Words may be hypothesized from many diverse 
sources of knowledge not solely based upon acoustic 
ev idence. If 57. to 87. of the vocabulary is hypothesized for 
each w o r d posit ion in the utterance (the current HEARSAY 
bo t t om-up performance), the verif ier must distinguish 
b e t w e e n 50 to 80 competing word candidates in a 1000 
w o r d vocabulary. Even with significant improvements in 
w o r d hypothesizat ion (ie. decreasing the effective 
vocabu la ry hypothesized to 37. per word position), as we 
move to systems wi th large vocabularies ( ~100,000 words 
see Smith 1977) the number of potential verifiable words 
remains quite large. 

The ver i f ier must assign a likelihood score which is 
commensurate wi th the match between the underlying 
acoustic data and the phonetic description of the word. The 
goodness of a score m3y be only temporally significant so 
the scores should rank order the competitive words in any 
t ime area such that the correct word is high in the ordering. 

Besides this acceptance criteria, it is also necessary 
for the ver i f ie r to reject absolutely a large percentage of 
the hypothesized words, without rejecting significant 
numbers of correct words, in order to constrain the 
combinatoric explosion of hypotheses at higher levels. 

THE HEARSAY ENVIRONMENT 
Word veri f icat ion is performed within HEARSAY II in 

the fo l lowing environment. Word candidates may be 
suppl ied from a bottom-up word hypothesizer (PCM0W) 
based on acoustic information or from a top-down syntax 
and semantics knowledge source (SASS) based on syntactic 
in format ion and constraints provtacd by the grammar. 
POMOW (Smith 1976) provides word hypotheses which have 
reasonable underlying acoustic support over a aefinite 
po r t i on of the utterance. The times supplied are used to 
guide ver i f icat ion but do not preclude change. SASS 
(Hayes-Roth 1977) provides words which can be 
character ized as being syntactically plausible in a particular 
t ime area of the utterance. No pruning is performed 
according to the credibi l i ty of the underlying acoustic 
in format ion. Since these words arc aiways hypothesized 
based on a previously verif ied word or from the boundaries 
of the ut terance, only one time is known. This requires that 
the ver i f ie r must not only rate the hypothesis, but must also 
pred ic t the missing time. In addition, since words may be 
pred ic ted to the left or right of a verif ied word, the verif ier 
must have the abil ity to match words in both directions. 

HEARSAY operates under the hypothesize-and-test 
paradigm to produce many competing hypotheses which 
over lap in time. Each word hypothesis must be verif ied and 
assigned a rat ing before it can be used by other sources of 
knowledge. Each of these verif ied hypotheses can in turn 
be used as seeds to generate new sets of syntactically 
plausible words. A measure of the fan-out from each word 
is the ef fect ive branching factor of the HEARSAY i l grammar 
(Goodman 1976) which is is between 5 and 15. Thus 
regardless of the scoring performance, a verifier must be 
computat ional ly efficient in order to be useful in this typo of 
system. 

VERIFICATION MODEL 
WIZARO can be decomposed into three major parts: 

w o r d networks, a segmentation of the utterance, and a 
cont ro l s t ructure which implements the matching algorithm. 
Fi rst , each word in the lexicon is represented by a statically 
def ined network which embodies alternate pronunciations of 
the word . Each node in the word network represents a 
phone and arcs indicate successor/predecessor relationships 
be tween phones. 

This work was supported by the Defense Advance Research Projects Agency under 
contract F44620-73-C-0074 which is monitored by the Air Force Office of Scientific 
Research. 
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Figure 1 gives an example of the network for the 
word ABSTRACT. These networks are stored as a static 
data structure in a packed format. The uniform 
representation of words by a single network which 
embodies all speech dependent knowledge gives severai 
advantages over other approaches. First, the generation of 
proper network descriptions can be handled on a case by 
case basis without the need of a general theory for all. This 
also eliminates the need for special case solutions when the 
general theory fails or is found incomplete. Tools are also 
available to generate word descriptions and tune the 
acoustic-phonetic templates (Lowerre, 1 9 7 6 ) . 

The acoustic information i s a segmentation of the 
utterance where each segment is represented as a vector of 
phone probabilities. WIZARD benefits from the use of the 
same templates and segmentation as the HARPY system 
(Lowerre, 1 9 7 6 ) . As in HARPY the phone probabilities are 
distance measures between each segment and acoustic-
phonetic templates in the phonetic dictionary. This vaiue is 
a scaled log likelihood measure (since the probabilities do 
not sum to 1 ) and is used directly in computing the word 
match score over the given segments. WIZARD uses 
approximately 9 0 templates to cover all phonetic variations 
in its 1 0 2 4 word vocabulary. 

The last component is the dynamic matching algorithm. 
Although there is no speech dependent knowledge embodied 
in this module, several heuristics are employed to find 
optimal starting points and to choose the best final segment. 
These heuristics are discussed in the following section on 
implementation issues. 

Figure 3 illustrates the matching of the word 
ABSTRACT to ten segments of an utterance. The match 
score for any phone / in the T t h segment can be calculated 
from the following: 

M l j - M m ( M j y i ) + Pj y 
Wnere M j y i is trie best'match score in the previous 

segment for phoMe J where 
J - I or 
J precedes I in the network 

and Pj j is the acoustic match score of phone I in 
segment T 

Figure 2 gives the phone probabilities for each phone 
in the network in each of the segments over which the 
match is performed. 

Those scores in Figure 3 marked with * indicate the 
best path through the mapping. The begin time of each 
segment is given, along with the segment number, on the top 
Of the figure. The left side is labeled with each phone in 
the network. Entries in the table of oo indicate that a phone 
mapping to that segment is not allowed. The final mapping 
is given at the bottom of the figure. The final match score 
of 4 0 is the score of the best phone which transitions into 
the final state ] plus the acoustic match probability of ] 
which is defined to be zero. This represents the score of 
the best path through the network. This score would be 
normalised (by the number of segments mapped - i ) to A and 
would receive a HEARSAY score of 90 out of a pcssioie 100. 
Other paths can be found by tracing back from the other 
four possible ending phones: *- ( 4 3 ) , - ( 4 6 ) , DX ( 6 6 ) , and -
( 4 6 ) . 

IMPLEMENTATION ISSUES 
Initially several problems arose while integrating this 

knowledge source into HEARSAY II. The following is a 
discussion of the problems addressed during the 
implementation of the verifier. F i r s t , since we were cealmg 
with single words and attempting to verify them as if they 
existed in isolation, many of the constraints provided by 
word juncture rules and syntactic knowledge were 
unavailable for use. In light of the power that these 
constraints give to similiar systems (Lowerre 1 9 7 6 ) would 
verification be tractable? 

Words couid be hypothesized bottom-up with 
incorrect times. This meant that procedures had to be 
employed to search the segmentation for the local best 

starting and ending point around the given points. Words 
predicted top-down always had a missing time, and 
procedures for predicting these times accurately had to be 
developed. Problems in the generation of end and begin 
times of words which share vowels often cause valid word 
pairs to be rejected by higher level knowledge sources. 

The conversion of internal match scores to HEARSAY 
II ratings while maintaining consistency of the ratings 
proved to be a major concern when it was noticed that the 
average internal ratings for words varied considerably 
depending on where in the utterance the words occurred. 
The notion of rank order of the word with respect to its 
competitors rather than absolute score proved to be 
unimplementable in practice. While useful in static tests 
outside of the system as a measure of performance, a rank 
order scheme which assumed all competitors in a particular 
time area were available to be rated at the same time, or 
remembered at some later time, proved intractable. 

It has been noticed by other researchers that short 
function words such as on, the, of, to, in, tend to be 
hypothesized at many places in the utterance, with good 
ratings and are most often false alarms. Our experience was 
much the same and we chose to attempt to handle this 
problem directly rather than pass it on to the higher level 
knowledge sources. 

SOLUTIONS 
Several modes of verification are supported within 

WIZARD. Each represents a partial solution to one or more 
of the problems outlined. Non-pad mode uses no heuristics 
to determine the boundaries of the match. The predicted 
begin/end times are mapped directly into their respective 
segments and verification is performed across those 
segments. It takes approximately 60 milliseconds of CPU 
time on a PDP-KA10 to perform matching in this mode. 

Pad mode was added to handle the problem that 
bottom-up times may be incorrect. This mode is currently 
used to verify all bottom-up hypothesis. In this mode the 
begin/end times are mapped into segments as in non-pad 
mode. Then a one segment uncertainty is allowed during 
the matching. Thus if 8 is the begin segment, £ is the end 
segment, segments B-l/B/B+1 a r e allowable starting points 
for the match and E-l/E/E+1 are the allowable ending 
points. The nine paths between the boundary segments are 
evaluated in parallel by modifying the boundary conditions 
in the matching algorithm. As a result WIZARD must 
backtrack from each of the final end segments in order to 
find the correct begin segment associated with the path. 
This is necessary so that the begin time of the segment can 
be returned as the begin time of the word and to determine 
the path length (number of phones on the path) for scoring. 
This mode takes about 100 milliseconds of CPU time on the 
PDP-KA10 and is about 3.5 times faster than exploring each 
of the nine paths in non-pad mode. 

As we have mentioned before it is necessary to 
perform verification wncre only one of the word times is 
known Two prediction modes are implemented in WIZARD, 
one where the end time is unknown (right) and the other 
predicts a missing begin time (left). As in pad mode a one 
segment window is evaluated around the given starting 
segment. Then each successive segment is matched and the 
match score is computed as if the match were ending m that 
segment. The scores are ordered and the score for the 
best path is returned along with the missing time. Several 
heuristics are used to prune the number of end segments 
actually looked at as possible end states. This is the most 
computationally expensive of the verification modes taking 
about 160 milliseconds per verification on a PDP-KA10 
processor. 

Severai experiments were performed to determine the 
best way to normalize the match scores. The technique 
employed was to verify approximately 10000 bottom-up 
word hypotheses from 60 utterances, normalise the scores 
and calculate the average ranK order of the correct words. 
The rank order gives the number of incorrect words that 
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w e r e rated as high as, or higher than, the correct word. 
This order ing is a measure of how many words per word 
posi t ion must be considered by the top level Knowledge 
sources in order to have confidence that the correct word is 
p resent , assuming it has been hypothesized. Normalizing 
the scores by the time duration of the word amplified the 
prob lem of function words receiving unusually good scores. 
More complex normalizations based on non-linear time 
scal ing were also rejected. Segmental normalizations 
employ ing penalties for mapping the same phone into many 
successive segments proved to be too time consuming in 
l ight of the benefit derived. Currently, predict mode scores 
are normalised by the number of segments in the match 
path N whi le the other modes are normalized by N-l. These 
normal izat ions arc computationally simpie and 
embell ishments t r ied to date have not performed 
s igni f icant ly better. 

The conversion of internal WIZARD scores to 
HEARSAY I I hypothesis ratings was accomplished by 
conduct ing a statistical analysis of correct/incorrect word 
rat ings over approximately 50000 verifications. By knowing 
the d is t r ibut ion of correct and incorrect words over each of 
the internal score values (dynamic range of 64), a 
cor respond ing distr ibut ion of HEARSAY scores was 
calculated. The HEARSAY score distribution allows for the 
absolute re ject ion of ver i f ied words. This threshold was set 
so as to reject no correct words. Scores above that 
th resho ld were distr ibuted so as to capitalized on the 
d is t r ibut ions of the correct words. Several tradeoffs are 
possible here. If one requires that no potential correct 
words be re jected then WIZARD was able to reject 127, to 
197 of the incorrect words hypothesized. On the other 
hand if it were possible for the system to perform with a 
small number of the correct words being rejected, a higher 
percentage of incorrect words could be rejected. Allowing a 
67. re jec t ion rate of correct words approximately 517. of the 
incor rec t words can be eliminated from consideration by the 
higher level knowledge sources. 

To aid in compensating for the apparent temporal 
d i f fe rence in word scores, the acoustic match probabilities 
genera ted by the segmenter were normalized such that the 
score of the best phone in a segment had the absolute best 
match score. This alleviated the problem and improved the 
re l iab i l i t y of the normalized match score while leaving the 
rank order statistics unchanged. 

RESULTS 
The results summarized in Eigure 4 are for five data 

sets , containing 100 utterances, in which 332 correct words 
w e r e hypothesized bottom-up by P0M0W. In addition, 
13053 incorrect words were generated. The vocabulary 
size for POMOW and WIZARD was approximately 550 words. 
WIZARD rated each of the words using pad mode 
ver i f i ca t ion . For each rating threshold (15,10) the number 
of cor rec t and incorrect words that were accepted or 
re jec ted is tabulated. From this data the number of words 
hypothes ized per word position, and the percent of the 
vocabu la ry per word position, can be calculated. These 
numbers give a vocabulary independent measure of 
per formance, allowing comparisons between various system 
conf igurat ions. An average rank order of the correct word is 
p rov ided which measures, at each threshold, the number of 
wo rds in each word position that must be examined in order 
to include the correct word. The range of rank orders 
b e t w e e n the data sets (20 utterances/set) is also noted. 

DISCUSSION 
The major direction of this work is the application of 

the HARPY network representations to the verification of 
single words in a connected soeecn understanding system. 
This includes the modifications to allow the various 
ver i f i ca t ion modes dictated by the HEARSAY II system 
st ra teg ies. We feel thai WIZARD m a K e s an important 
con t r ibu t ion to the overall performance of HEARSAY II and 
forms a groundwork upon which more sophisticated verif iers 
can be developed. 

Several problems with the current word verification 
system can not be solved within the existing framework. 
Future work is required in the following areas. New 
schemes for normalization of scores have been proposed to 
improve the performance in segmentations having many 
v e r y short transit ion segments. These segments in general 
have poor ratings and often degrade the composite word 
score. 

Al though we felt that the matching algorithm was 
computat ional ly efficient when first implemented, as system 
strategies evolved it was found that a significant portion of 
recogni t ion time was being spent in verification. A sizable 
increase in speed can be obtained by coding certain of the 
inner loops in assembly language. Other implementation 
o r ien ted optimizations may be needed 

A most useful addition to WIZARD would be the ability 
to ve r i f y sequences of words by oynamic generation of 
mult iple word networks. These networks would embody the 
appropr ia te word juncture rules and would allow WIZARD to 
ra te phrasal hypotheses directly rather than having other 
knowledge sources calculate a composite score from the 
individual word scores. Along these lines, perhaps as a first 
s tep, it is necessary to handle word juncture problems 
wh ich cannot be statically encoded in the single word 
ne tworks themselves. These juncture problems are a major 
cause of incorrect times on word hypotheses. 

It wil l be necessary to augment this word verification 
system wi th a component to perform more direct signal 
matching. The purpose of this addition is to disambiguate 
compet ing words which have good WIZARD scores in the 
same time area. We propose to extract word templates at 
the parametric level and perform matching using Itakura's 
method (I takura, 1975). The philosophy here is to store 
templates for a small number of potentially difficult words 
ra ther than synthesize the templates by a rule-based 
system. This time consuming matching would be performed 
when indicated by higher sources of knowledge. 
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Abstract The statistical measure, d \ from Signal 
Detect ion Theory, [Swe64] has been shown to parametrize 
the "detectabi l i ty" of signal over noise in a wide variety of 
perceptual situations. Its usefulness is extended to the 
prob lem of quantifying error rates for segmentation of 
cont inuous speech. It has often been impossible to 
accurately compare different machine techniques for 
segmentat ion since errors occur as either missing or extra 
segment boundaries whose rates are related by internal 
decision thresholds. The basic d 1 model is shown to 
accurately (>957- confidence) describe the missing versus 
ex t ra segment trade-off found in at least one, non-trivial, 
speech segmentation program. [Gol75] 

Introduct ion The last few years of computer speech 
recogni t ion research have produced, among other things, a 
number of techniques for machine segmentation of the 
speech signal into phonetic (or acoustic) units, [e.g. Dix75, 
BaK75, Gol75] The difficulties involved in evaluating and 
comparing the performance of segmenters seem to occur in 
two areas. First, one must acquire a definition of the 
"co r rec t " segments for some large set of data. This is 
usually done by hand, although some automatic techniques 
are available.* Since the production of "correct" 
segmentations and their comparison with macnine 
segmentations (e.g. What amount of mis-alignment, etc. 
should one allow?) involve a number of linguistic as we)! as 
recogni t ion system-specific issues, we will not deal further 
w i th these problems here. 

However, a second problem is that segmentation 
e r r o r s occur in two types: missed boundaries (segments) 
and ext ra boundaries (segments). There is clearly a trade­
off between these two types of error, but we have not 
understood it well enough in a quantitative sense to 
compare di f ferent segmenters (or even the same 
segmenter " tuned" to a different point of the M/E trade­
of f ) . What was needed was a model of this trade-off which 
y ie lded a single, comparable measure of segmentation 
ef f icacy for any set of data with errors marked missing or 
ext ra. Such a model is provided by Signal Detection 
Theory. We will show that the theory agrees quite well 
w i th the results of a set of segmentation trials run to 
explore the M/E trade-off. 

*The Harpy speech recognition system [Low76] can be 
forced to the correct words. This produces a "best" fit of 
the system's acoustic and phonological knowledge to the 
signal. When a very fine grained fit is maoe (average 
acoustic segment duration, 30 ms.), the resulting phonetic 
segments are very close to those produced by humans. 

Signal Detection Theory The theory of Signal 
Detect ion, as formulated by Tanner, Swets, and Green, 
[Tan64, Lic64] is primarily applied to detection trials which 
may be considered similar to the segmentation process. A 
detect ion tr ial presents a stimulus, which may be composed 
of noise or of noise and some known signal, and requires a 
decision to be made about the presence of the signal. This 
is not unlike the decision process resulting in the 
placement of a segment boundary based upon local 
informat ion only. It is assumed that the a priori likelihoods 
and costs of various errors are known to a decision 
process which senses and possibly transforms the stimulus 
into some internal signal space before it yields a decision 
on the presence of the signal. The detector's sensory data 
is considered, in this model, to be reduced to a single 
decision parameter. An optimal one, according to decision 
theory , is the ratio of the probabilities of two hypotheses 
- - that the input stimulus was signal plus noise or that it 
was noise alone. A simple threshold on this single 
parameter may be placed to optimize the expected costs 
g iven a pr ior i likelihoods, costs of misses, false alarms, etc. 
Figure 1 represents such a hypothetical internal decision 
parameter, L. 

d ' 
K > 

missed extra 

Figure 1: Signal Detection Model 

Very simply stated, the model assumes a single 
decision parameter, L, which may be any sensory 
measurement one wishes. The distribution of L values for 
the two types of stimuli, cignal-plus-noise and noise-alone, 
are assumed to be normal (with equal variance in the 
simplest version of the model). Their means differ by d' 
times the standard deviation. Rates of "hit" and "false 
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alarm" — Pr{accept|signal} and Pr{accept|noise} 
respectively — are sufficient to determine the least d* for 
which an optimal decision process can display the observed 
rates. When the hit and false alarm rates are plotted 
against one another for a number of sets of trials where 
the detector's acceptance threshold has been altered, a 
response operator characteristic (ROC) curve is obtained 
(see figure 2). 

Pr{accept 
I signal} 

Pr{accept | noise} 

Figure 2: Typical ROC Plot 

The theory states that the curve is totally 
determined by d\ When the axes of the ROC curve are 
transformed by the inverse function of the Normal 
distribution function, the curve is approximately a straight 
line with slope«sigma(noise)/sigma(signal) and x-
intercept=d\ [Ega64] 

This theory has been most often applied to detection 
trials to provide estimates of the detectability of the signal 
as it appears in a human perceiver's internal sensory 
signal space. The estimate of d' provided by the signal 
detection model may then be compared with well known 
properties of visual or auditory signals to provide a bound 
on the efficacy of the perceiver's transduction process 
the sensory channel. While the main thrust of its 
application is not relevant here, the signal detection model 
and the dimensionless measure d' can be used as a 
normalized measure of segment boundary detection that is 
relatively unaffected by adjustments in the proportion of 
missing versus extra segment errors. Furthermore, the d* 
value, once estimated, may be used to predict the entire 
response-operator characteristic. 

Segmentation The results reported here are, for the 
most part, obtained from a segmentation program written 
for a comparison study of parametric representations 
[Gol75] and used for a while as the initial signal-to-symbol 
stage of the Hearsay I I speech understanding system. 
[Erm74] A short description of the segmenter is therefore 
called for. 

The signal amplitude, and measures of signal and of 
amplitude change,** (each measured over both 10 and 30 

Signal change is typically a pattern recognition match 
score. 

ms. intervals), are input. Speech is separated from silence 
and from near-silence, and flaps are detected by their 
amplitude contours. Then the measures of change are 
inspected for significant peaks (possible boundaries). The 
union of ail such detections is processed by a correction 
routine to merge multiple boundaries caused by the same 
underlying phonetic change. The program has two 
advantages for this study. First, the input parametric 
representation is easily changed, and second, the internal, 
segment detection process is easily tuned along the M/E 
trade-off. 

Results from this program were compared with a 
"corrected" hand segmentation. That is, the machine 
segmentation was compared to a phonemic-level human 
segmentation for discovering missing segments, and to a 
finer-grained phonetic-level segmentation for discovering 
extra segment errors. 

Results The first experiment validates the Signal 
Detection model assumption of two (nearly) normal 
distributions in a signal, hypothetical decision variable. A 
set of 40 sentences with 1093 phonemes and 1541 
phonetic segments was segmented seven times. Internal 
thresholds were varied to produce segmentations 
performing over a wide range of the M/E trade-off. The 
resultant error rates are plotted on a normal-normal grid 
in Figure 3. A least-squares regression fit a line with 
slope=»1.00 (Noise standard deviation / Signal standard 
deviation), and x-intercept»2.25 (d' — the separation of 
the means of the two distributions). 

Pr {accept | noise} 
.07 .16 .31 

Pr {accept 
I signal} 

Figure 3: The M/E Trade-off 

The line is the ROC of the segmenter with this 
particular parametric representation, "correct" segment 
definitions, etc. for all M/E trade-off tuning. 

A second experiment, run with different input 
parameters, gives a measure of confidence in the d1 

estimates. When the 40 sentence were divided into 10 
groups, and estimates of d' made for each group, the 957. 
confidence interval in d' was found to be 0.14 (i.e. the 
estimate from 4 sentences fits the d' computed from all 40 
within the confidence interval). Since this interval is 
considerably smaller than the differences found between 
segmentation programs, or between input parametric 
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representations, we feel such comparisons are meaningful 
using d \ For example, four representation of the signal 
were tested [Gol75] yielding d 1 values from 1.29 to 2.38. 
Furthermore, published results of two other segmenters 
[Bak75, Dix75] allowed estimates of d' to be made of 2.26 
and 2.73. The ordering of all these segmentation runs 
agrees very well with our intuitions about the programs, as 
well as with the (somewhat sparse) results of speech 
recognition use of them. 

Conclusions We believe that the model provided by 
Signal Detection Theory, and particularly the d* parameter 
of that model, offer a highly suitable and attractive 
measure of segmentation efficacy, and a means of better 
understanding the M/E trade-off. Different segmenters, 
conforming to needs of different speech recognition 
systems, can be quantitatively compared, and their 
performance under different "tuning" of the M/E trade-off 
can be predicted. 
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ABSTRACT 

THIS PAPER SUMMARIZES INITIAL DEVELOPMENT OF A SYSTEM 
FOR VISUAL AND VERBAL DATA ACQUISITION IN THE CARTOGRAPHY 
TASK. VISUAL INPUT AND OUTPUT IS PROVIDED BY A GRAPHICS 
TABLET IN CONJUNCTION WITH A GRAPHIC DISPLAY TERMINAL. VERBAL 
INPUT CONSISTS OF SEQUENCES OF COMMANDS AND MAP FEATURE 
DESCRIPTORS WHICH ARE RECOGNIZED BY THE HARPY SPEECH 
RECOGNITION SYSTEM. AN IMPORTANT AND INTERESTING ASPECT OF 
THIS RESEARCH INVOLVES THE DESIGN AND ANALYSIS OF 
VOCABULARIES AND GRAMMARS FOR TASKS OF THIS NATURE. 

INTRODUCTION 

THE CARTOGRAPHY TASK IS AN INTERESTING APPLICATION IN 
MAN-MACHINE COMMUNICATION COMBINING SEVERAL FORMS OF 
INPUT. IT IS A PRACTICAL TASK, USED DAILY BY MAP MAKERS, AND 
HAS A WELL DEFINED PROTOCOL. IN THIS TASK FEATURES ARE 
SELECTED AND TRACED FROM A MAP AND FURTHER DESCRIBED BY A 
SEQUENCE OF DESCRIPTOR PHRASES. THE GRAPHICAL INPUT IS 
OBTAINED USING AN X-Y COORDINATE INPUT DEVICE, SUCH AS A 
GRAPHICS TABLET. IN CURRENTLY USED CARTOGRAPHY SYSTEMS, THE 
TEXTUAL DESCRIPTIONS ARE ENTERED VIA KEYBOARD. THIS PAPER 
DESCRIBES THE VICS SYSTEM, A CARTOGRAPHY SYSTEM IN WHICH 
CONNECTED SPEECH INPUT REPLACES KEYBOARD INPUT. VICS 
STANDS FOR VOICE INPUT CARTOGRAPHY SYSTEM. 

THIS PROJECT WAS UNDERTAKEN BECAUSE IT REPRESENTED A 
PRACTICAL AND USEFUL APPLICATION FOR SPEECH INPUT OF SUFFICIENT 
SIZE TO BE INTERESTING, BUT SMALL ENOUGH TO BE FEASIBLE. AN 
IMPORTANT ASPECT OF THE RESEARCH IS THE PURSUIT OF A 
METHODOLOGY FOR LANGUAGE DESIGN FOR MAN-MACHINE VOICE 
COMMUNICATION. INTERACTION WITH THE USER IS SUFFICIENTLY 
FLEXIBLE TO ALLOW THE INVESTIGATION OF SEVERAL DIFFERENT 
METHODS OF LANGUAGE STRUCTURE, FROM LITTLE OR NO CONSTRAINT TO 
HIGHLY CONSTRAINED SEQUENCES. FURTHER, SINCE A SMOOTHLY 
INTERACTING SYSTEM WITH ADEQUATE RESPONSE WOULD HAVE 
IMMEDIATE APPLICATION, THERE IS GREAT POTENTIAL FOR STUDY OF 
THE MANY PROBLEMS ASSOCIATED WITH MAN-MACHINE SYSTEMS. 

THIS WORK WAS SUPPORTED IN PART BY THE DEFENSE 
ADVANCED RESEARCH PROJECTS AGENCY ( F 4 4 6 2 0 - 7 3 - C -
0 0 7 4 ) AND IS MONITORED BY THE AIR FORCE OFFICE OF 
SCIENTIFIC RESEARCH. 

R e p r i n t e d f r o m 1977 IEEE C o n f . ASSP, 811 

IN ORDER TO COMBINE VOICE AND GRAPHICAL INPUT IN A 
PRACTICAL SYSTEM, ONE NEEDS 1 ) A SPEECH RECOGNITION SYSTEM 
CAPABLE OF RECOGNIZING UTTERANCES FROM A LANGUAGE AS 
COMPLEX AS REQUIRED BY THE TASK, 2) A GRAPHIC SYSTEM 
SUFFICIENTLY FLEXIBLE TO ALLOW GRAPHICAL INPUT AND VISUAL 
FEEDBACK AS NECESSARY FOR THE TASK, AND 3) SOME METHOD OF 
INTERFACING THEM SO THE SYSTEM BEHAVES IN A WAY WHICH 
APPEARS AS NATURAL AS POSSIBLE TO THE USER. TWO SYSTEMS 
DESIGNED AT CARNEGIE-MELLON UNIVERSITY PROVIDE THE 
NECESSARY TOOLS. THE r^arpy SPEECH RECOGNITION SYSTEM 
[LOWERRE, 1 9 7 6 AND 1 9 7 7 ] RECOGNIZES LIVE VOICE INPUT WITH 
THE ABILITY TO APPLY GRAMMATICAL CONSTRAINTS. THE SPACS 
GRAPHIC SYSTEM [GREER, 1976 ] , ORIGINALLY BUILT AS A STAND 
ALONE INTERACTIVE GRAPHICS EDITOR, USES A TABLET INPUT DEVICE 
IN CONJUNCTION WITH A GRAPHICS DISPLAY TERMINAL. ITS 
CAPABILITIES INCLUDE FREE-HAND LINE DRAWING AND THE ABILITY TO 
CREATE TABLES, FLOW CHARTS, LOGIC DIAGRAMS, AND OTHER 
SCHEMATIC DIAGRAMS. THE INTERFACING PROBLEM IS SOLVED BY 
THE USE OF A TASK MODULE IN THE HARPY SYSTEM. 

OTHER SYSTEMS FOR SPEECH INPUT ARE AVAILABLE. THE 
ISOLATED WORD RECOGNITION SYSTEM DEVELOPED BY THRESHOLD 
TECHNOLOGY [MARTIN, 1 9 7 5 ] AND THE BELL LABS CONNECTED 
SPEECH SYSTEM [SAMBUR AND RABINER, 1976 ] ARE ACCURATE 
SYSTEMS, BUT AT PRESENT LACK THE DESIRED FLEXIBILITY IN 
STRUCTURING THE GRAMMAR. OTHER SUCCESSFUL SYSTEMS, SUCH AS 
HEARSAY-II [ERMAN ET.AL., 1976 AND LESSER ET.AL., 1975] , HWIM 
[WOODS,^ 1 9 7 6 ] , AND THE IBM SYSTEM [JELINEK, ET.AL., 1975 AND 
BAHL, ET.AL., 1 9 7 6 ] , HAVE MUCH MORE ELABORATE CONTROL 
STRUCTURES AND WERE DESIGNED FOR LARGER TASKS. THE 
OVERHEAD INVOLVED IN THESE SYSTEMS IS CONSIDERED 
UNACCEPTABLE FOR TASKS SUCH AS THIS ONE. 

THE HARPY CONNECTED SPEECH RECOGNITION SYSTEM 

IN THE HARPY SYSTEM THE RECOGNITION PROCESS CONSISTS 
OF SEARCHING FOR THE BEST PATH THROUGH A PRECOMPILED 
NETWORK, GIVEN THE ACOUSTIC EVIDENCE PRESENT IN THE 
UTTERANCE. THE SEARCH SCHEME USES HEURISTICS TO REDUCE THE 
NUMBER OF PATHS CONSIDERED, RESULTING IN ONLY A FEW "BEST" 
PATHS BEING SEARCHED IN PARALLEL. THE RECOGNIZED UTTERANCE 

THE AUTHORS WISH TO ACKNOWLEDGE RAJ REDDY FOR 
ASSISTING IN THE OVERALL DESIGN OF THE SYSTEM, BRUCE 
LOWERRE FOR CREATING DICTIONARIES AND DESIGNING THE 
TASK MODULE INTERFACE, AND KEN GREER FOR MAKING THE 
NECESSARY CHANGES TO THE GRAPHICS EDITOR. 
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Stream \ 
Intermittent 
Double Line 

Figure 4. Graphics display after description 
of both stream and pond. 

The vocabulary for the VICS system consists of task 
module commands and words or phrases for describing the 
map feature. These phrases are familiar content phrases 
used by map makers and are contained in a document 
produced jo int ly by the Department of Commerce and the 
Department of Defense [U.S. Dept. of Commerce, 1975J 
Some examples from this document are shown in figure 5. 
We have chosen, in cooperation with RADC, 691 phrases 
f rom this document. A 77 phrase subset, used in the 
descr ip t ion of features in the class drainage, has been 
chosen for test purposes. The first few lines of the task 
d ic t ionary are shown in figure 6. 

The choice of grammar is dictated both by the nature 
of the task, eg. the description of map features, and by the 
desired user interactions, eg. user commands. A factor 
re lat ing to user satisfaction is grammatical constraint. A 
grammar wi th high constraint implies, in general, fewer 
recogni t ion er rors and therefore greater satisfaction. Care 
must be taken, however, to not constrain the grammar so 
much that interaction becomes unnatural for the user. 

There are several ways of imposing grammatical 
s t ruc tu re on the phrases which make up the verbal 
descr ip t ion. We are currently experimenting with two 
methods, which represent the extremes of constraint. The 
f i rst method is unstructured where any phrase may be 
fo l lowed by any phrase, i.e. not constraint. This gives the 
user complete freedom to describe the map feature in the 
most natural way. Since there are other methods which 
allow the naturalness but also have some constraint, this 
mode is used for the investigation of what accuracies are 
attainable in the worst case. If accuracy is adequate in this 
case, then it will be more than adequate in situations with 
greater constraint. The second method is complete 
constra int , or tree- l ike, where each description is 
represented by a path from the root of a tree to the one of 
its leaves. In this method menues representing all possible 
choices at a node of the tree are shown to the user. After 
one of these possible utterances is spoken and recognized, 
the system uses the recognized phrase to move to the 
appropr ia te new node and presents the next menu 
according to the choices at the new node. The first menu 
( top or root node) presented to the user is shown in figure 
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Figure 5. Examples from cartography feature charts. 
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Figure 6. Example showing dictionary format for the 
cartography task. 

Roads 
Populated Places 
Railroads 
Culture 
Boundaries 
Relief 
Drainage 
Coastal/Hydro 
Vegetation 
Navigational Aids 
Ports/Harbors 
Marine Dangers 

Figure 7. First menu presented to the user after 
tracing map feature.. 

7. This menu describes the major classification of the 
feature being described. Each menu contains "restart" and 
"backup" as possible verbal commands. Restart means go 
back to the root node of the grammar tree and start the 
cur rent descript ion again. Backup means move back to the 
previous node of the tree. This command be used when a 
e r ro r was encountered. As the description is entered 
verba l ly , the recognized phrases are placed on the display, 
near the graphical description, for verification. The final 
menu contains "ok", "accept", "backup", and "restart" as 
possible inputs. 
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Neither of these methods for grammatical structure is 
viewed as being entirely appropriate to the task. Another 
method which we intend to investigate is an unordered tree­
like scheme where each description is a path thru a tree 
structure, but phrases can be entered in any order and the 
user need supply only enough of the path to make it unique. 
A variation allows features to have certain default 
attributes, eg. "river" implies "natural". The default would 
be used to construct the unique description unless some 
other counteracting choice, such as "man-made" were 
mentioned. 

The VICS system was first demonstrated in September 
1976 after less than a man-month of effort. Recent 
emphasis has been on investigation of various language 
studies. While no extensive accuracy studies have been 
made, it appears that 982 accuracies are attainable with 
moderate grammatical constraint. 

DISCUSSION 

The research reported represents initial progress 
toward the development of a system combining visual and 
verbal data acquisition for the cartography task. We have 
shown that a new task can be constructed in a relatively 
short time. The system is still in its infancy and many 
interesting research problems remain in vocabulary analysis 
and design, language analysis and design [Goodman, 1976], 
effects of language structure and user discourse, interactive 
techniques, and the investigation of recognition 
characteristics under various vocabulary and grammatical 
complexities. We look forward to pursuing these areas of 
research. 
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ABSTRACT 

THE HARPY SPEECH RECOGNITION SYSTEM WORKS OPTIMALLY WHEN 
IT "KNOWS" THE SPEAKER, I.E. WHEN IT HAS LEARNED THE SPEAKER 
DEPENDENT CHARACTERISTICS (SPEAKER DEPENDENT PARAMETERS) 
OF THE SPEAKER. THERE ARE THREE METHODS OF LEARNING THESE 
PARAMETERS. ONE WAY IS TO GENERATE THEM FROM A SET OF 
TRAINING DATA WHICH COVERS ALL THE ALLOPHONES THAT OCCUR IN 
THE TASK LANGUAGE. A SECOND METHOD IS TO USE "SPEAKER 
INDEPENDENT" PARAMETERS WITH A RESULTING REDUCTION IN 
ACCURACY PERFORMANCE. SINCE IT IS INCONVENIENT FOR A "NEW" 
SPEAKER TO SAY A SET OF TRAINING DATA BEFORE USING THE 
SYSTEM AND THE LOW ACCURACY WITH SPEAKER INDEPENDENT 
PARAMETERS IS UNACCEPTABLE, A THIRD METHOD HAS BEEN 
DEVISED TO ALLOW THE SYSTEM TO DYNAMICALLY LEARN THE 
SPEAKER DEPENDENT PARAMETERS WHILE USING THE SYSTEM. THE 
NEW SPEAKER STARTS WITH A SET OF SPEAKER INDEPENDENT 
PARAMETERS. THESE PARAMETERS ARE THEN ALTERED AFTER 
CORRECT RECOGNITION (WHICH CAN BE FORCED IF NECESSARY) TO 
MATCH THE SPOKEN UTTERANCE. 

INTRODUCTION 

THIS PAPER PRESENTS A METHOD BY WHICH THE HARPY IS ABLE TO 
ADAPT TO NON-FAMILIAR SPEAKERS. THE FIRST SECTION GIVES A 
SHORT DESCRIPTION OF THE HARPY SYSTEM, ITS DATA STRUCTURES, 
AND ITS CURRENT PERFORMANCE. THE FOLLOWING SECTIONS DISCUSS 
THE SPEAKER VARIABILITY ISSUE AND SEVERAL APPROACHES THAT 
HAVE BEEN TAKEN TOWARDS ITS SOLUTION. THESE APPROACHES 
INCLUDE SPEAKER SPECIFIC TUNING, SPEAKER INDEPENDENT TUNING, 
AND DYNAMIC SPEAKER ADAPTATION. THE LAST SECTION DISCUSSES 
HOW THESE AVERAGING TECHNIQUES CAN ALSO BE USED IN ISOLATED 
WORD RECOGNITION SYSTEMS. 

THE HARPY SYSTEM 

THE Harpy SYSTEM IS THE FIRST SYSTEM TO BE DEMONSTRATED 
WITH A VOCABULARY OF OVER 1000 WORDS. THE SYSTEM WAS 
DEMONSTRATED AT THE COMPLETION OF THE FIVE YEAR ADVANCED 
RESEARCH PROJECTS AGENCY (ARPA) SPEECH RESEARCH PROJECT 
IN SEPTEMBER, 1976. IT HAD A SENTENCE ACCURACY, ACROSS FIVE 
SPEAKERS (BOTH MALE AND FEMALE), OF 9 1 2 AND RAN IN ABOUT 3 0 
MIPSS (A MIPSS IS MILLIONS OF MACHINE INSTRUCTIONS EXECUTED 
PER SECOND OF SPEECH). SINCE THAT TIME, IMPROVEMENTS HAVE 
BEEN MADE IN THE SPEED OF THE SYSTEM. THE CURRENT SYSTEM 
RUNS IN LESS THAN 7 MIPSS. THE SYSTEM IS A RECOGNITION 
SYSTEM RATHER THAN AN UNDERSTANDING SYSTEM SINCE IT USES NO 

SEMANTIC KNOWLEDGE ABOUT THE TASK IN DECODING THE 
UTTERANCE. HOWEVER, THERE ARE SEVERAL OTHER SOURCES OF 
KNOWLEDGE IN THE SYSTEM SUCH AS SYNTACTIC, LEXICAL, WORD 
JUNCTURE PHENOMENA, SPEAKER CHARACTERISTICS, AND INTRINSIC 
PHONEME DURATIONS (SEE LOWERRE, 1976 FOR COMPLETE DETAILS). 

IN THE HARPY SYSTEM, THE SYNTACTIC, LEXICAL, AND WORD 
JUNCTURE KNOWLEDGE ARE COMBINED TOGETHER INTO ONE INTEGRAL 
NETWORK REPRESENTATION SIMILAR TO THAT OF THE DRAGON SYSTEM 
(BAKER, 1975) . THE SYNTACTIC KNOWLEDGE IS SPECIFIED BY A 
CONTEXT FREE SET OF PRODUCTION RULES FOR THE TASK LANGUAGE. 
A DICTIONARY IS USED TO REPRESENT THE LEXICAL KNOWLEDGE. 
THE DICTIONARY CONTAINS SYMBOLIC PHONE SPELLINGS AND 
SPECIFIES ALTERNATE PRONUNCIATIONS OF THE WORDS IN THE TASK 
LANGUAGE. WORD JUNCTURE RULES ARE ALSO INCLUDED IN THE 
NETWORK TO ACCOUNT FOR INTER-WORD PHONETIC PHENOMENA. 
THE NETWORK CONSISTS OF A SET OF STATES AND INTER-STATE 
POINTERS. EACH STATE HAS ASSOCIATED WITH IT PHONETIC, LEXICAL, 
AND DURATION INFORMATION. THE POINTERS INDICATE WHAT STATES 
MAY FOLLOW ANY GIVEN STATE. TWO SPECIAL STATES IN THE 
NETWORK, THE INITIAL STATE AND THE FINAL STATE, INDICATE THE 
STARTING POINT AND ENDING POINT FOR ALL UTTERANCES 
RESPECTIVELY. THE NETWORK IS, THEREFORE, A COMPLETE (AND 
PRE-COMPILED) REPRESENTATION OF AIL POSSIBLE PRONUNCIATIONS 
OF ALL POSSIBLE UTTERANCES IN THE TASK LANGUAGE. THIS 
NETWORK IS USED TO GUIDE THE RECOGNITION PROCESS. 

THE RECOGNITION PROCESS OF THE HARPY SYSTEM IS BASED ON 
THE LOCUS MODEL OF SEARCH. THE LOCUS MODEL REJECTS ALL BUT 
A NARROW BEAM OF PATHS AROUND THE MOST LIKELY PATH THROUGH 
THE NETWORK. THESE "BEST" PATHS ARE SEARCHED IN PARALLEL 
WITH ONE PASS THROUGH THE SPEECH DATA AND THEREFORE DOES 
NOT REQUIRE BACKTRACKING. 

THE FOLLOWING IS A SHORT DESCRIPTION OF THE RECOGNITION 
PROCESS: THE UTTERANCE IS DIGITIZED AT 1 0 KHZ. THIS 
CONTINUOUS SIGNAL IS SEGMENTED INTO CONSECUTIVE ACOUSTICALLY 
SIMILAR SOUND UNITS (BASED ON DISTANCE MEASURES OF THE DATA) 
AND AUTOCORRELATION VALUES AND LINEAR PREDICTOR CODING (LPC) 
COEFFICIENTS ARE EXTRACTED FOR EACH SEGMENT. THE SEGMENTS 
ARE THEN MAPPED TO THE NETWORK STATES BASED ON THE 
PROBABILITY OF MATCH (DISTANCE MATCH) OF THE LPC DATA AND 
THE EXPECTED PHONES OF EACH STATE. THE MATCHING OF THE 
LPCS AND THE NETWORK STATES IS ACCOMPLISHED BY USE OF 
PHONE TEMPLATES. THE TEMPLATES CONTAIN THE IDEALIZED 
PARAMETERS FOR EACH PHONE THAT OCCURS IN THE NETWORK 
STATES AND THEY MAY BE EITHER SPEAKER SPECIFIC OR SPEAKER 
INDEPENDENT. THE METRIC USED FOR THIS MATCHING IS ITAKURA'S 
MINIMUM PREDICTION RESIDUAL ERROR (SEE ITAKURA, 1975). 
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The mapping scheme used is a modified graph search in 
which heuristics are used to reduce the number of paths 
that are checked. The result is that only a few "best" paths 
are searched in parallel during the recognition processes 
thus greatly reducing the computational overhead. 

Results The current system achieves a sentence accuracy of 
90.02 and a word accuracy of 94.37. on a 1011 word task 
and runs in 6.8 MIPSS. 

SPEAKER ADAPTATION IN THE HARPY SYSTEM 

Speaker variability Speaker variability generally occurs in 
three forms, dialectic, contextual, and acoustic. Dialectic 
variability involves changes in the pronunciation of words 
among speakers. Contextual variability involves changes in 
word pronunciation do to the context of the words. 
Acoustic variability results from vocal tract changes among 
speakers. Either or all types of variability can occur when 
changing speakers. The Harpy system attempts to recognize 
these different variabilities and to separate the effects 
made by each. Dialectic variability is an effect across a 
broad group of speakers and the variability is encoded into 
the lexicon. Many dialects can be encoded into the lexicon 
or different lexicons can be used for different dialects. The 
current Harpy system uses the "mid-western American" 
dialect of English. The contextual variability is handled in 
the word juncture phenomena rules and, to a lesser extent, 
in the lexicon itself. The acoustic variability is a speaker 
dependent phenomenon and can be separated from the 
other types of variability. 

Approach to speaker variability Many proposals and 
attempts have been made, from such groups as SDC, BBN, 
Lincoln Labs, etc., as to how to handle the speaker 
variability problem; These proposals include such ideas as 
vowel formant normalizations as an attempt to determine 
speaker independent characteristics of the speech signal. 
The Harpy system handles speaker variability by the use of 
phone templates to capture the vocal tract characteristics. 
We achieve this by identifying all the unique sounds that 
occur in the task language (called phones). It is important to 
realize that these phones may or may not bear a 
resemblance to what may be usually thought of as a 
phonetic sound in the English language. For example, there 
are usually several occurrences of one vowel (allophones) in 
our set of phones each of which has a unique name. Also, 
there could be a single phone which represents what is 
usually thought of as a combination of phones (e.g. the 
phone "WH" represents the characteristics of the aspiration 
sound when pair "K W" that occures together as in the word 
"queen"). Each of the phones used in the Harpy system 
represents one unique phonetic sound. 

Phonetic knowledge in, the Harpy system The Harpy system 
uses a phonetic dictionary (along with word juncture rules) 
to represent the lexicon of the task language. The spellings 
in the dictionary are strings of phones (along with a special 
syntax) which are used to represent primary and alternate 
pronunciations of the words in the lexicon. The phonetic 
dictionary is a representation of the actual realizations of 
the task language words rather than a pronunciation 
dictionary. A set of speaker dependent phone templates 
(one per phone) is used to match the symbolic lexicon to the 
actual acoustic signal. The phones of the lexicon represent 

all the unique phonetic sounds that occur in the task 
language. Since the lexicon contains symbolic spellings 
which are speaker independent and there is a one to one 
mapping of the templates to the phones, the acoustic 
speaker variability can be handled effectively by using a 
unique set of templates for each speaker. The templates 
model speaker dependent vocal characteristics. For 
example, the dictionary spelling for "CONCERN" is "(<- (-,0),-) 
(K,0) <IH7,IH3) N S ER (N,DX)". Optional paths are enclosed 
within parenthesis and are separated by commas (the "0" 
represents the null option). The spelling is interpreted as 
either a voice bar ( V " ) followed by an optional silence ("-") 
or just a silence, followed by an optional "k", followed by 
either a "IH7" or "IH3", followed by an "N", followed by a 
"S", followed by an "ER", followed by either an "N" or "DX". 
See McKeown, 1977, for an example network. 

Averaging of template exemplars The success of the 
speaker dependent phonetic templates depends of the 
ability to average many exemplars of each phone together 
to generate each template. This averaging enables the 
automatic cancelation of errors (provided they are small). 
Since the template is an average, there is no need to find 
the single "ideal" exemplar that best fits ail occurrences of 
the phone. The averaged template will usually match all 
exemplars of the phone in the training data to a high degree 
of accuracy. If a match of an exemplar in the training data 
is too far from the average template, then this indicates a 
missing phone. 

The metric used by the Harpy system is Itakura's minimum 
prediction residual error of the LPC data. A method was 
needed to average samples together that could be used for 
generating the templates for this metric. The method we 
use is to sum the autocorrelation data of the samples that 
are used in generating the template. The justification of this 
is that the LPC's are independent of the number of 
autocorrelation samples that are used to generate them. 
The obvious danger is that non-similar sounds may be 
averaged resulting is a poor spectrum. This is a real 
problem and is handled by a semi-automatic procedure for 
generation of the phones, templates, lexicon, and word 
juncture rules described below. 

Speaker specific tuning The phones, templates, lexicon, and 
word juncture rules are generated from a set of training 
data that contains occurrences (and hopefully all contexts) 
of all the words in the lexicon. A semi-automatic iterative 
procedure is used to generate (or more precisely, update) 
these knowledge sources. There is a "chicken-egg" problem 
with this iterative procedure in that the data sources must 
already exist in order to update them. The generation of 
the initial knowledge sources is a tedious manual boot­
strapping procedure. The training data must be carefully 
hand labeled (both at the word level and the phone level) 
and initial guesses are made about what phones, word 
spellings, juncture rules, etc. are needed. This manual effort 
is the main bottle-neck for developing larger vocabulary 
systems. Automatic methods must be developed before 
larger systems can be attempted. 

The following is the semi-automatic procedure used to 
update the data sources: The Harpy system is run in a 
forced recognition mode with a previously generated set of 
templates (which can be from some other speaker) to 
produce a parsing of the phones to the acoustic data. This 
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forced recognition can be done either by using a unique 
network for each utterance (which represents only the one 
utterance) or by considering only paths in a large network 
that represent each single utterance. The parsings 
generated from the forced recognition runs are used to 
locate the autocorrelation data for the averaging of the 
templates. After the averaging is completed, a new set of 
templates is generated and used to again run the training 
cycle. This cycle is run several times until the templates 
converge. If the templates do not converge, then this 
indicates an error in either the lexicon or word juncture 
rules or a missing phone which must be manually analyzed 
and corrected. 

Speaker independent tuning The speaker dependent 
templates are an averaging of many phone exemplars for 
each template. Since there is a unique set of templates for 
each speaker, they capture the individual vocal tract 
characteristics. This idea of capturing vocal tract 
characteristics by the use of templates can be extended to 
multiple speakers. When a number of these speaker 
dependent sets of templates are generated, another set of 
templates can be generated from all of them by a similar 
averaging technique. This set of templates, since they are 
an averaging of several speakers, will be speaker 
independent. The performance with speaker independent 
templates will of course be lower than with the speaker 
dependent templates. For example, one experiment done 
with connected digits gave the following result: Ten 
speakers (including males and females) were used to 
produce ten speaker dependent sets of templates. The 
average word accuracy for all ten speakers (when tested on 
the speaker dependent templates with a total of 1000 three 
word utterances) was 982. These ten template sets were 
then used to generate a set of speaker independent 
templates. These same ten speakers plus ten new speakers 
were then tested with the system. The word accuracy for 
all 20 speakers (on 1200 utterances) was 932. An 
interesting observation is that there was no significant 
difference between the accuracies of the ten speakers 
whose templates were used to generate the speaker 
independent set and the ten new speakers. 

Dynamic speaker adaptation The high error rate (72) with 
the speaker independent templates makes this alternative to 
the handling of acoustic variability unacceptable. Further, 
the training cycle mentioned earlier to generate the speaker 
dependent templates is inconvenient do to the large amount 
of training data needed and is computationally expensive. A 
third scheme was devised which allows a new user the 
immediate use of the system but also allows for the speaker 
dependent vocal characteristics. This is the dynamic tuning 
of the speaker templates. A new speaker to the system 
starts with the set of speaker independent templates. The 
system will, upon all correct recognitions, automatically 
average the autocorrelation data with the corresponding 
templates and update the template parameters. The first 
occurrence of a phone spoken by the speaker will replace 
the speaker independent template. Further occurrences of 
the same phone will add to the average of the template. 
This will result in the phone template being altered quickly 
for the first occurrences of a phone and a gradual fine 
tuning of the template by additional occurrences of the 
phone. In this method, the system quickly adapts itself to 
the speaker's acoustic characteristics. If the system makes 
an error in recognition, one can either speak the same 

utterance again with the hope that it will be recognized 
correctly the second time or the system can be rerun on the 
same utterance and forced to recognize the utterance. To 
force a recognition, the appropriate switch is set and the 
correct utterance is typed to the system. The system will 
then only consider paths in its network which represent the 
spoken utterance. 

The error rate when first starting is, of course, 72 but 
quickly drops off towards the 22 error rate of the speaker 
dependent templates. The time needed for the updating of 
the templates is zero during the actual recognition but 
requires up to one times real time after recognition 
depending on the number of templates that are updated. 
Therefore, the overhead of doing the dynamic speaker 
adaptation is minimal. 

DISCUSSION 

Summary In this paper we have considered several sources 
of variability in the connected speech signal, i.e. dialectic, 
contextual, and speaker dependent variability, and described 
how the Harpy system attempts to cope with all these 
sources of variability. The dialectic and contextual 
variability are encoded into the lexicon and word juncture 
rules. The speaker dependent sources of variability are 
handled by averaging phone parameters (i.e., the 
autocorrelation coefficients, not the LPC's) from among 
several exemplars of a given phone by the same speaker 
(for speaker specific templates) or from many speakers (for 
speaker independent templates). In the case of dynamic 
adaptation, a set of speaker independent templates are used 
initially and the system automatically alters the templates 
during use to adapt to the specific speaker. 

It appears straight forward to adopt the above techniques 
for isolated word recognition systems also. Given several 
training samples of the same word, one can align the speech 
signal by dynamic programming techniques and average the 
autocorrelation coefficients as in the connected speech case. 
Since this averaging would be independent of word 
representation used, i.e. whether one uses segmentation and 
phone templates to represent words or the conventional 
brute force word templates, one can still use the above 
averaging technique to generate better templates. 
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ABSTRACT 
We have been attempting to produce further 

bandwidth reduction in LPC based analysis-synthesis 
techniques by using the segmentation and labeling 
algorithms used in the Harpy and Hearsay-II systems. 
Preliminary results indicate that a factor of 3 to 5 further 
reduction in bandwidth might be possible using segmentation 
and labeling in conjunction with LPC vocoders. 

INTRODUCTION 
An important application of speech .analysis-synthesis 

is digital voice transmission. Real-time transmission at low 
bandwidths can only be achieved through efficient analysis 
and encoding techniques. While present analysis methods, 
based on signal processing techniques, have been used 
successfully to obtain bandwidth reductions of over an 
order of magnitude, further improvement is possible if 
higher level properties of speech are also taken into 
account. In this paper, we demonstrate how segmentation 
and labeling, two techniques commonly used in connected 
speech recognition, can be applied to vocoder systems as a 
means of improving coding efficiency. 

In the remaining sections, we describe segmentation 
and labeling techniques, and their use in vocoder systems. 
Results from three different vocoder simulations based on 
these techniques are presented and evaluated. We then 
consider some of the practical aspects of real-time speech 
transmission using these methods. Finally, the advantages 
and disadvantages of high level speech processing as 
applied to vocoders are discussed. 

APPROACH 
Our goal in this study was to evaluate the usefulness 

of segmentation and labeling as techniques for improving 
vocoder coding efficiency. To accomplish this, two vocoder 
simulations using each of these techniques separately, and a 
vocoder simulation which combined the techniques, were 
run. The results were compared with those obtained using 
conventional parameter encoding methods, and evaluated in 
terms of bandwidth reduction and quality of synthetic 
speech. 

Of the several techniques for speech analysis that 
exist, this paper considers only those based on the 
autocorrelation method of linear prediction. A complete 
vocoder simulation based on this technique has already been 
developed by Markel and Gray[MarKel and Gray, 1974]. 
Since a detailed discussion can be found in this reference, 
we consider only those aspects relevant to the bandwidth 
problem here. 

Analysis parameters in autocorrelation based linear 
prediction systems consist of pitch period, a 
voiced/unvoiced decision, amplitude information, and parcor 
coefficients. These parameters are generally encoded into a 
minimal bit representation and transmitted at a constant 
frame rate. The system on which our comparisons are 
based uses a frame rate of 100 frames/sec, where each 
frame consists of 200 speech samples. A total of 64 bits 
are allocated to the 14 parcor parameters, which are 
quantized as described in [Markel and Gray, 1974]. Pitch 
period and the voiced/unvoiced decision are encoded 
together in 6 bits, and the amplitude is coded into 5 bits. 

SEGMENT-CODER 
Classically, information concerning the vocal tract 

shape is transmitted in the form of parcor parameters once 
per analysis frame. Speech, however, can be segmented 
into events, for the duration of which, vocal tract shape may 
be considered approximately constant. Cases where this is 
not true, such as glides and diphthongs, may be 
approximated by a series of shorter segments. Therefore, it 
should be possible, without significant degradation in 
synthetic speech quality, to transmit parcor parameters once 
per segment, rather than once per frame. Since segment 
duration is relatively long compared with analysis frame 
length, a savings in the number of bits needed to encode the 
analysis parameters should result. A vocoder simulation 
based on this hypothesis was developed. 

Segmentation is preformed using algorithms developed 
for the Hearsay speech recognition system[Goldberg and 
Reddy, 1976J. Three stages are involved in the overall 
process: parametrization, segmentation, and classification. 
The first step in parametrization is to generate smoothed 
and differenced waveforms from the sampled speech. Next, 
peak to peak amplitudes and zero crossing counts are 
extracted from each waveform once per centisecond of 
speech. Segmentation is based on these parameters. 

Segment boundaries are determined by successive 
subdivision of the waveform. First, silences and unvoiced 
fricatives are detected by a thresholding technique. Next, 
the remaining segments are divided where significant dips in 
the smoothed peak to peak parameter occur. A region 
growing technique is then applied to further subdivide the 
segments. Finally, the resulting segments may optionally be 
classified in terms of manner of articulation. Decision rules 
based on the averaged parameter values for each segment 
are used for this purpose. 

Operation of the vocoder is relatively straightforward. 
Speech is segmented as it enters the system. When a 
segment boundary occurs, parcor parameters for that 
segment are calculated. By definition, all frames within a 
segment should have similar spectrat properties, however 

R e p r i n t e d f r o m 1977 IEEE C o n f . ASSP, 2 8 - 3 2 . 

153 



F i g u r e 1 . Spect ra l mismatch result ing from interpolation of parcor coefficients at segment boundaries. 

th is is not always the case. Near segment boundaries, the 
vocal t ract is changing, and cannot be assumed to have 
constant resonances. To eliminate possible errors due to 
these changes, the parcor coefficients are computed at the 
segment midpoint. Once calculated, these coefficients, along 
w i t h the segment duration, are transmitted. Pitch and 
amplitude are then extracted from each frame in the 
segment, encoded, and transmitted. Thus, with this scheme, 
p i tch and amplitude are still transmitted at the constant rate 
of once per frame, but parcor coefficients are transmitted at 
the rate of once per segment, which is not necessarily 
constant. 

Except at its boundaries, the same set of parcor 
coefficients is used to synthesize speech for each frame 
wi th in a segment. Near boundaries variation in the parcor 
coefficients due to vocal tract changes must be taken into 
account. Good results have been obtained using simple 
l inear interpolation. For most segments it is adequate to 
interpolate over 5 centiseconds, from 2 centiseconds before 
the segment boundary, to 2 centiseconds after. For shorter 
segments, indicating rapid changes in the spectral structure, 
interpolation is done from the segment midpoint. 

The effects of parcor coefficient interpolation are 
illustrated in Figure 1. This figure shows the spectral 
envelopes for a transition from one segment to the next. 
The darker curve represents the conventional synthetic 
speech, the lighter represents the speech synthesized from 
interpolated parcor coefficients. Note that although the 
peak amplitude and shape differ slightly, the peak locations 
are nearly identical. 

Figure 3 shows a digital spectrogram for the 
ut te rance T h e area Tm interested in is understanding," 
synthesized with the Segment-coder. For comparison 
purposes , a digital spectrogram of the utterance synthesized 
w i t h conventional methods is shown in Figure 2. As can be 
seen, the spectrograms resemble each other closely. In 
in formal listening tests, the synthetic speech generated with 
parcor parameters transmitted only once per segment was 
nearly indistinguishable from that generated with parcor 
parameters transmitted every frame. 

The degree of improvement in coding efficiency will 
v a r y f rom system to system, depending on frame rate, and 
the precision to which each of the parameters are encoded. 
For the system described earlier, a total of 
(6^5*64>x 100 -7500 bits/sec are required to encode the 
analysis parameters. Using segmentation, pitch period and 
amplitude information are still transmitted for each frame, 

but parcor coefficients are transmitted only once per 
segment. Another parameter, the segment duration, must 
also be transmitted with each segment. Allocation of 4 bits 
for this parameter allows for segment lengths up to 16 
centiseconds. Segments exceeding this length are rarely 
encountered, and can easily be split into multiple segments. 
On average, the segmentation algorithm produces 15 
segments per second of speech. Thus, the total bit rate 
needed for this scheme is (6+5)xl00*(4+64)xl5«2120 
bits/sec. This represents improvement by a factor of about 
3.5 over the conventional method. 

Reductions of this order have been obtained in 
conventional vocoders by using reduced frame rate. Rather 
than transmitting one frame per centisecond, these vocoders 
might transmit one frame every 3 centiseconds, 
indiscriminately ignoring data between frames. This has a 
smoothing effect which results in the loss of short events 
that may be perceptually significant. Thus, the overall 
quality of the synthetic speech should be lower than that 
obtained with the segmentation scheme. 

LABEL-CODER 
A second technique makes use of an assumption that 

all speech, regardless of its complexity, can be formed by 
combinations of a small number of basic sounds. The 
VORTRAX speech synthesizer is an example of one such 
system based on this assumption. Associated with each 
sound is unique formation of the vocal tract, and associated 
with each vocal tract formation is a set of parcor 
coefficients. If speech at each analysis frame can be 
identified and classified as one of these sounds, then it 
would only be necessary to transmit a label identifying the 
sound, rather that the entire set of parcor parameters. 
Since the number of sounds is small, significantly fewer that 
6 4 bits are needed to encode the label, and an improvement 
in coding efficiency would result. 

Prior to the development of a vocoder simulation, the 
properties of each sound must be determined and 
represented in a format usable by the system. A procedure 
to accomplish this was developed for use with the Harpy 
system[Lowerre, 1976]. Segments from several utterances, 
spoken by a particular speaker, are identified and grouped 
according to their sound class. Autocorrelation coefficients 
for each segment are computed and averaged over a'l 
segments in the same class. For each averaged 
autocorrelation sequence, hereafter referred to as a 
template, linear prediction coefficients, parcor coefficients, 
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Figure 2. Digital spectrogram of synthetic speech for the utterance "The area I'm interested in is 
understanding/ ' generated using conventional signal encoding techniques. 

Figure 3 . Spectrogram of the synthetic speech generated by the Segment-coder. 

Figure 4. Spectrogram of the synthetic speech generated by the Label-coder. 

Figure 5. Spectrogram of the synthetic speech generated by the Segment-label-coder. 
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Figure 6. Spectral mismatch resulting from replacing parcor coefficients by a single phone label. 

and b-coefficients[Itakura, 1975] are computed. This 
information is made available to both the transmitter and 
receiver portions of the vocoder. 

The task of the vocoder, then, is to determine, for 
each analysis frame, which template best matches the 
speech signal. The LPC matching technique developed by 
Itakura[Itakura, 1975] has been used for this purpose. A 
distance metric is applied between each frame and all 
templates. The best template, in terms of minimum distance, 
is selected. A label identifying this template, along with 
pitch and amplitude information is transmitted. At the 
receiver, a simple table lookup, using the label as an index, 
is preformed to determine the parcor parameters of each 
frame. From this point on, synthesis proceeds normally. 

Figure 6 shows the spectral mismatch between 
original spectra and the labels assigned to them. The darker 
curve corresponds to the original speech, the lighter to 
speech synthesized with the labeling method. The curves 
illustrate typical spectral errors that occur with the labeling 
method. 

Oisplayed in Figure 4 is a digital spectrogram of the 
test utterance, synthesized with the Label-coder. This may 
be compared with the spectrogram of the conventional 
synthetic speech in Figure 2. Although the synthetic speech 
was intelligible, there was considerable distortion. We 
believe that this can be eliminated by changes in the 
template generation and matching algorithms. 

Again, the bandwidth reduction afforded by this 
technique depends on how accurately the parameters are 
quantized, but in this case it is independent of frame rate. 
As before, we base our comparison on the system described 
earlier. For this system a total of 6+5+64*75 bits/frame 
are needed to encode the speech. For the system with 
labeling, a label, along with the encoded pitch and amplitude, 
is transmitted for each frame. To uniquely identify each of 
the 96 templates used in this simulation, 7 bits were 
allocated for the label. Thus, with labeling, only 6+5+7-18 
bits are needed to encode each frame. This represents a 
bandwidth reduction by a factor of 4. 

SEGMENT-LABEL-CODER 
Clearly, if only one set of parcor coefficients is 

necessary to encode the spectral structure of each segment, 
and if each spectral structure can be identified by a label, 
then it should be possible to transmit only one label per 
segment. Examination of the analysis parameters from the 
labeling system reveals that this is indeed the case. Most 

frames within a segment were found to be labeled with the 
same label. Those that were not, were labeled with an 
acoustically similar label. Once again, a vocoder simulation 
to test the hypothesis was developed. 

The separate use of segmentation and labeling has 
already been discussed. This system is merely a 
combination of the two previous ones. After segmentation, 
the labeling algorithm is applied at the midpoint of each 
segment. The label which best characterizes the spectral 
properties of that segment, and the segment duration are 
encoded for transmission. Of course, pitch and amplitude 
information are still transmitted for every frame. Received 
labels are first used determine the parcor parameters 
associated with each segment, which in turn are used to 
synthesize speech for all frames within that segment. 
Interpolation at segment boundaries is carried out as 
previously described. 

The spectrogram for speech synthesized by this 
system is shown in Figure 5. Note its similarity to the 
spectrogram for speech synthesized by the labeling system. 
This is to be expected, since it was aiready determined that 
segmentation causes no significant degradation. The 
differences between this and the other spectrograms are 
due to degradation introduced by labeling. 

Again, we calculate coding efficiency by comparison 
with the conventional system. With this encoding scheme, a 
total of 6 bits for pitch, and 5 bits for amplitude are 
transmitted every frame. An additional 4 bits for segment 
duration, and 7 bits to identify the template are transmitted 
for each segment. Using a frame rate of 100 frames/sec, 
and an average of 15 segments per second of speech, a 
data rate of (6+5)xl00+(4+7)xl5-1265 bits/second is 
obtained. This is approximately 5.9 times smaller than the 
7 5 0 0 bits/sec of the conventional system. 

DISCUSSION 
We have shown that segmentation and labeling can be 

used as a means of reducing bandwidth in speech analysis-
synthesis systems. Since the primary application of such 
systems is secure voice communications, it is appropriate to 
mention some of the practical aspects of a vocoder based on 
these techniques. 

A problem arises when the vocoder is converted to 
real-time operation. Since analysis parameters for each 
segment are not transmitted until the entire segment has 
been spoken, it is possible for the synthesizer to complete 
synthesis of one segment before it receives parameters for 
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the next. If this happens, a pause in the synthesizer output 
will occur. To avoid these pauses it is necessary define a 
maximum segment duration, and delay the synthesis by this 
amount. We have already indicated that 16 centiseconds is 
a reasonable choice for maximum segment duration. If the 
synthesizer lags the transmitter by this amount, plus an 
additional 2 centiseconds to allow for interpolation, 
continuous synthetic speech can be guaranteed. In practice, 
this is not a serious drawback. Delays of this magnitude are 
secondary in nature to those normally encountered in 
satellite based transmission systems. 

From the discussion of labeling it should be clear that 
both transmitter and receiver must access to the same set 
of templates. Since the templates vary from speaker to 
speaker, it is impractical to make them a permanent part of 
the system. Rather, at the beginning of a conversation, 
templates for each speaker could be loaded into the 
corresponding transmitter and transmitted to the connecting 
receiver. Another possibility would be to use a single set of 
templates which has been averaged over many speakers. 
However, lower quality synthesis can be expected with this 
method. 

In addition to the obvious reduction in bit rate, there 
are other advantages to the use of these techniques. At 
first, the additional processing needed to segment and 
classify speech would seem to result in slower vocoder 
operation, however this is not the case. Once the segments 
are known, the time consuming autocorrelation analysis need 
be preformed only once per segment. Thus, overall vocoder 
operation is actually faster. Furthermore, since gross 
segment classifications are obtained during the segmentation 
process, specialized processing, depending on the segment 
class can be preformed. For example, silences can be 
dismissed with no processing, and low coefficient LPC 
analysis can be preformed for fricatives. This should result 
in a more accurate synthesis. 

The main point should be clear: through the use of 
specialized knowledge of the nature of speech, and higher 
level signal-to-symbol transformation techniques, 
incrementally better vocoders can be obtained. We have 
demonstrated two steps in this progression. The first was 
the transition from systems based solely on spectral 
analysis, to a system that combined knowledge of segments 
with spectral analysis. The next step was the use of 
labeling in addition to segmentation to give even further 
bandwidth reduction. As speech recognition systems evolve, 
better and better encodings will become practical. 
Eventually, it should be possible to transmit syllable sized 
units. 

Finally, improvement in coding efficiency is obtained 
at the expense of generality. As more specialized 
Knowledge of speech and language is used, the variety of 
sounds that can be transmitted is reduced. At the lowest 
level is the system that transmits sampled speech directly. 
With this system, arbitrary sounds can be represented 
accurately. The step to conventional vocoders limits those 
sounds which can be transmitted to speech. Greater 
restrictions occur as the vocoder becomes more and more 
language oriented. 

CONCLUSIONS 
We have presented two techniques, based on 

algorithms developed for the Hearsay and Harpy speech 
recognition systems, which use knowledge about speech 
phenomena, to yield reductions in vocoder bandwidth. While 
the degree of improvement varies from system to system, 

typical reduction factors ranging from 3 to 4 can be 
expected from each method. Furthermore, improvements by 
a factor of 5 or more can be realized if the techniques are 
combined. 

Use of segmentation caused no noticeable degradation 
in the synthetic speech quality. With labeling, considerable 
degradation occured, however it is felt that this can be 
eliminated with better templates. 

Some of the practical aspects of vocoder 
implementation based on these techniques, along with the 
advantages and disadvantages to the use of specialized 
knowledge, were discussed. On the basis of arguments 
presented then, we believe that speech analysis-synthesis 
using segmentation and labeling is worthy of further 
research. 
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ABSTRACT 

M a n y c o m b i n a t o r i a l search problems can be v i e w e d w i t h i n t h e " C h i n e s e r e s t a u r a n t 
m e n u s e l e c t i o n p a r a d i g m " o f "choose one f r o m C o l u m n A, one f r o m C o l u m n B, A s o l u t i o n to 
s u c h a p r o b l e m consis ts o f a set o f select ions w h i c h are m u t u a l l y cons is tent a c c o r d i n g to s o m e 
set o f c o n s t r a i n t s . T h e o v e r a l l v a l u e of a so lu t ion is a composite f u n c t i o n o f t h e v a l u e o f e a c h 
i n d i v i d u a l s e l e c t i o n . T h e goa l of the search is to f i n d the best ( h i g h e s t - r a t e d ) s o l u t i o n . 
E x a m p l e s o f s u c h s e a r c h problems occur in the domains o f speech u n d e r s t a n d i n g , v i s i o n , a n d 
m e d i c a l d i a g n o s i s . 

T h i s paper describes a s e a r c h - p r u n i n g heur is t ic and a h a l t i n g c o n d i t i o n w h i c h a r e 
c o n s e r v a t i v e i n t h a t t h e y w i l l not miss the best so lu t ion b y p r u n i n g it ou t o f t h e s e a r c h or b y 
t e r m i n a t i n g t h e s e a r c h before it is f o u n d . T h e method exp lo i ts i n f o r m a t i o n a b o u t a l r e a d y -
f o u n d s o l u t i o n s i n order to p r u n e the search and decide w h e n to t e r m i n a t e i t . A n 
i m p l e m e n t a t i o n o f t h e h a l t i n g condi t ion and p r u n i n g heur is t i c w i t h i n t h e H e a r s a y - I I s p e e c h 
u n d e r s t a n d i n g s y s t e m is described and e v a l u a t e d , and the cond i t ions g o v e r n i n g i ts 
a p p l i c a b i l i t y a n d p e r f o r m a n c e are discussed. 

INTRODUCTION: SOME EXAMPLES 

A f r e q u e n t l y - o c c u r r i n g problem in AI i n v o l v e s f i n d i n g the best c o m b i n a t i o n o f 
c h o i c e s f o r a set o f I n te rdependent m u l t i p l e - c h o i c e decisions. T h e possible c o m b i n a t i o n s f o r m a 
c o m b i n a t o r i a l s e a r c h space. E a c h decision corresponds to a data e l e m e n t w h i c h c a n be l a b e l l e d 
( e x p l a i n e d , i n t e r p r e t e d ) in s e v e r a l a l t e r n a t i v e w a y s , some of w h i c h m a y be p r e f e r a b l e to ( m o r e 
a p p r o p r i a t e t h a n ) o t h e r s . Lega l so lu t ions ( c o m b i n a t i o n s of labe ls ) must s a t i s f y c e r t a i n d o m a i n -
s p e c i f i c c o n s i s t e n c y cons t ra in ts g o v e r n i n g the interdependencies b e t w e e n t h e v a r i o u s e l e m e n t s 
to be l a b e l l e d . 

O n e e x a m p l e of c o m b i n a t o r i a l search occurs in the d o m a i n o f speech u n d e r s t a n d i n g . 
A s p o k e n u t t e r a n c e c a n be v i e w e d as a set o f c o n t i g u o u s points in t i m e . T h e c o m b i n a t o r i a l 
s e a r c h t a s k o f a speech u n d e r s t a n d i n g system is to label each t ime i n t e r v a l w i t h t h e w o r d 
a p p a r e n t l y s p o k e n d u r i n g t h a t i n t e r v a l . S e v e r a l labels m a y appear p l a u s i b l e d u e to t h e 
u n c e r t a i n t y o f t h e speech s i g n a l and the w o r d recogni t ion process [ 7 ] . A s o l u t i o n 
c o n s i s t s o f a t r a n s c r i p t i o n of the u t te rance , i.e., a sequence o f w o r d l a b e l s , w h i c h is 
s y n t a c t i c a l l y a n d s e m a n t i c a l l y consistent . T h e c red ib i l i t y ( p r o b a b i l i t y o f c o r r e c t n e s s ) o f s u c h 
a s o l u t i o n depends o n t h e o v e r a l l goodness of f i t b e t w e e n the labels and t h e i r t i m e I n t e r v a l s . 

A n o t h e r e x a m p l e comes f r o m the doma in of v i s i o n . T h e c o n t o u r d e t e c t i o n 

1 T h i s w o r k w a s supported i n part by the Defense A d v a n c e d Research Pro jects A g e n c y u n d e r 
c o n t r a c t n o . F 4 4 6 2 0 - 7 3 - C - 0 0 7 4 and moni tored by t h e Air Force O f f i c e o f S c i e n t i f i c 
R e s e a r c h . I n a d d i t i o n , the a u t h o r w a s p a r t i a l l y supported b y a N a t i o n a l Sc ience F o u n d a t i o n 
G r a d u a t e F e l l o w s h i p . 
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p r o b l e m c a n be d e s c r i b e d as f o l l o w s : g i v e n a s c e n e r e p r e s e n t e d b y a n a r r a y o f p i x e l g r a y 
l e v e l s , l a b e l e a c h p i x e l w i t h a v e c t o r c o r r e s p o n d i n g to t h e a p p a r e n t i n t e n s i t y g r a d i e n t a t t h a t 
p o i n t i n t h e i m a g e [ 9 ] . A c o n s i s t e n t i n t e r p r e t a t i o n o f t h e s c e n e a s s i g n s p a r a l l e l g r a d i e n t s t o 
c o n t i g u o u s p i x e l s o n a c o n t o u r a n d n u l l g r a d i e n t s to p i x e l s i n t h e i n t e r i o r o f a r e g i o n . T h e 
a c c u r a c y o f a n i n t e r p r e t a t i o n d e p e n d s o n t h e o v e r a l l degree t o w h i c h t h e l a b e l s m a t c h t h e 
v i s u a l d a t a t h e y a t t e m p t t o d e s c r i b e . 

A t h i r d e x a m p l e c a n be f o u n d i n t h e d o m a i n o f m e d i c a l d i a g n o s i s . H e r e t h e d a t a 
e l e m e n t s t o be e x p l a i n e d a r e t h e p a t i e n t ' s s y m p t o m s . A d i a g n o s i s p r o v i d e s c o n s i s t e n t 
e x p l a n a t i o n s f o r a l l t h e s y m p t o m s . T h e p l a u s i b i l i t y o f a d i a g n o s i s d e p e n d s o n t h e o v e r a l l 
p l a u s i b i l i t y w i t h w h i c h t h e i n d i v i d u a l s y m p t o m s a re a c c o u n t e d f o r [ l ] . 

PROPERTIES OF COMBINATORIAL SEARCH 

L e t u s n o w e x a m i n e t h e s e s e a r c h p r o b l e m s i n o r d e r to d i s c o v e r c o m m o n p r o p e r t i e s 
w h i c h c a n be e x p l o i t e d i n d e s i g n i n g h a l t i n g c o n d i t i o n s a n d p r u n i n g h e u r i s t i c s . I n e a c h 
e x a m p l e , t h e s e t o f d a t a e l e m e n t s ( p o i n t s i n t i m e , p i x e l s , s y m p t o m s ) t o be e x p l a i n e d o r l a b e l l e d 
i s k n o w n a t t h e b e g i n n i n g o f t h e s e a r c h . ( A c t u a l l y , t h i s a s s u m p t i o n does n o t h o l d f o r s y s t e m s 
l i k e M Y C I N w h i c h c o l l e c t d a t a d u r i n g t h e c o u r s e o f t h e s e a r c h . H o w e v e r , as w e s h a l l s e e , i t I s 
s u f f i c i e n t f o r t h e se t o f e l e m e n t s to be d e t e r m i n e d a n y t i m e b e f o r e t h e f i r s t s o l u t i o n i s 
f o u n d . ) 

A p a r t i a l s o l u t i o n c o n s i s t s o f c o n s i s t e n t e x p l a n a t i o n s f o r a s u b s e t o f t h e e l e m e n t s . 
C o m b i n a t o r i a l s e a r c h a l g o r i t h m s t y p i c a l l y e x t e n d a n d c o m b i n e s u c h p a r t i a l s o l u t i o n s . I n 
f a c t , e a c h s t e p i n t h e s e a r c h c a n be c h a r a c t e r i z e d as e x a m i n i n g a c o l l e c t i o n o f p a r t i a l 
s o l u t i o n s I j , 1 ^ , a n d t h e n p o s s i b l y c r e a t i n g a n e w p a r t i a l s o l u t i o n I ' . W e c a n u s e r a t i n g 
i n f o r m a t i o n a b o u t p a r t i a l s o l u t i o n s i n o rde r to dec ide w h e n to h a l t t h e s e a r c h o n c e s o m e 
s o l u t i o n h a s b e e n f o u n d . For e x a m p l e , s u p p o s e w e e x a m i n e t h e r a t i n g s o f a l l e x i s t i n g p a r t i a l 
s o l u t i o n s a n d c o n c l u d e t h a t n o n e o f t h e m c a n be e x t e n d e d i n t o a c o m p l e t e s o l u t i o n r a t e d 
h i g h e r t h a n t h e bes t o n e f o u n d so f a r . U n d e r t h i s c o n d i t i o n , i t is s a f e to h a l t t h e s e a r c h ; t h e 
b e s t s o l u t i o n f o u n d i s t h e best o n e p o s s i b l e . T h i s c o n d i t i o n i s t h e d e s i r e d c o n s e r v a t i v e 
h a l t i n g c o n d i t i o n . 

A s i m i l a r t e c h n i q u e c a n be used to p r u n e t h e s e a r c h . I f a p a r t i a l s o l u t i o n c a n n o t 
p o s s i b l y be e x t r a p o l a t e d i n t o a c o m p l e t e s o l u t i o n s u p e r i o r t o t h e bes t e x i s t i n g o n e , i t c a n be 
rejected - - i .e . , a l l e f f o r t s t o e x t e n d i t o r c o m b i n e i t w i t h o t h e r p a r t i a l s o l u t i o n s c a n s a f e l y be 
a b a n d o n e d . T h i s p r u n i n g h e u r i s t i c is c o n s e r v a t i v e b u t a l s o r a t h e r w e a k . A m o r e p o w e r f u l 
h e u r i s t i c d e p e n d s o n c e r t a i n p r o p e r t i e s o f t h e f u n c t i o n used f o r r a t i n g s o l u t i o n s . L e t u s 
c o n s i d e r t h i s f u n c t i o n i n m o r e d e t a i l . 

THE RATING FUNCTION 

A c o m p l e t e s o l u t i o n c o n s i s t e n t l y e x p l a i n s a l l t h e e l e m e n t s * a n d i s r a t e d a c c o r d i n g 
t o h o w w e l l e a c h e l e m e n t is e x p l a i n e d . I.e., i f t h e r a t i n g f u n c t i o n R ( I , S ) m e a s u r e s h o w w e l l 
t h e i n t e r p r e t a t i o n I e x p l a i n s t h e e l e m e n t s o f t h e set S, t h e n R ( I , S ) = f { R ( I , e ) | e i n S } , w h e r e 
R ( I , e ) m e a s u r e s h o w w e l l I e x p l a i n s t h e e l e m e n t e. R ( I ,S ) is a s s u m e d t o be a n i n c r e a s i n g 
f u n c t i o n o f t h e t e r m s R ( I , e ) . T h e i n t e r p r e t a t i o n I is a set o f l a b e l s f o r t h e e l e m e n t s o f S, I .e. , 
f o r a l l e i n S h e - > l j ( e ) . T h e r a t i n g R ( I , e ) m a y be c o n t e x t - s e n s i t i v e , i .e. , d e p e n d o n h o w o t h e r 
e l e m e n t s b e s i d e s e a r e l a b e l l e d ( e . g . , i t s n e i g h b o r s , i f e i s a p i x e l ) . A c o n s i d e r a b l e 

1 T h i s c o n d i t i o n c o u l d be r e l a x e d b y a l l o w i n g c o m p l e t e s o l u t i o n s to l a b e l s o m e e l e m e n t s 
" I G N O R E D . " T h e r a t i n g f u n c t i o n w o u l d t h e n h a v e to r e f l e c t t h e r e l a t i v e s i g n i f i c a n c e o f 
e x p l a i n i n g o r i g n o r i n g a g i v e n e l e m e n t , so as to a l l o w m e a n i n g f u l c o m p a r i s o n b e t w e e n 
s o l u t i o n s a c c o u n t i n g f o r d i f f e r e n t subse t s o f t h e e l e m e n t set . 
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s i m p l i f i c a t i o n i s p o s s i b l e i f R ( I , e ) is c o n t e x t - f r e e , i .e. , R ( I , e ) = R ( l j ( e ) , e ) , w h e r e l j ( e ) i s t h e 
l a b e l a s s i g n e d b y I t o e, a n d R ( l , e ) m e a s u r e s t h e g o o d n e s s o f f i t b e t w e e n t h e l a b e l 1 a n d t h e 
e l e m e n t e . I n t h i s c a s e , R ( I , S ) = f { R ( l j ( e ) , e ) | e i n S } . I f f i s a s i m p l e a v e r a g i n g f u n c t i o n , 
t h e n R ( I , S ) = A v e r a g e { R ( l , ( e ) , e ) | e i n S } . 

T h e bes t s o l u t i o n I m a x i m i z e s R ( I , S ) s u b j e c t to t h e c o n s i s t e n c y c o n s t r a i n t s . N o t e 
t h a t t h e f u n c t i o n R m a y p r o d u c e h i g h e r v a l u e s i f a p p l i e d to i n c o n s i s t e n t i n t e r p r e t a t i o n s 
( n o n - s o l u t i o n s ) . Fo r e x a m p l e , t h e i n t e r p r e t a t i o n I m a x . e -> l m a x ( e ) , w h e r e l m a x ( e ) i s t h e 
h i g h e s t - r a t e d l a b e l f o r e , w i l l i n g e n e r a l m a x i m i z e R ( I , S ) b u t i s n o t i n g e n e r a l c o n s i s t e n t . 

A HALTING CONDITION AND PRUNING HEURISTIC 

W e c a n n o w p r e c i s e l y d e f i n e o u r h a l t i n g c o n d i t i o n a n d p r u n i n g h e u r i s t i c i n 
t e r m s o f t h e r a t i n g f u n c t i o n R. L e t S' be a s u b s e t o f t h e e l e m e n t set S, a n d l e t T be a p a r t i a l 
s o l u t i o n w h i c h e x p l a i n s S'. L e t I be t h e h i g h e s t - r a t e d s o l u t i o n f o u n d so f a r d u r i n g t h e 
s e a r c h . 

I ' c a n be e x t e n d e d i n t o a c o m p l e t e ( n o t n e c e s s a r i l y c o n s i s t e n t ! ) i n t e r p r e t a t i o n I " 
b y a s s i g n i n g l m a x ( e ) t o e v e r y e i n S -S ' . I " is t h e h i g h e s t - r a t e d p o s s i b l e c o m p l e t e e x t r a p o l a t i o n 
o f T . T h u s i f R ( I M , S ) < R ( I , S ) , T c a n n o t be e x t e n d e d i n t o a s o l u t i o n b e t t e r t h a n I , a n d I t i s s a f e 
t o r e j e c t I ' a n d a l l i t s p o t e n t i a l e x t e n s i o n s . U n f o r t u n a t e l y , t h i s c o n d i t i o n i s t o o s t r o n g 
a n d i s n o t o f t e n s a t i s f i e d . A m o r e p o w e r f u l ( b u t s t i l l c o n s e r v a t i v e ) p r u n i n g h e u r i s t i c i s 
m a d e p o s s i b l e b y a s s u m i n g t h a t R is c o n t e x t - f r e e i n t h e sense d e f i n e d e a r l i e r . 

A MORE POWERFUL PRUNING HEURISTIC 

S u p p o s e t h a t R i s c o n t e x t - f r e e a n d t h a t a s o l u t i o n I h a s b e e n f o u n d . I f a b e t t e r 
s o l u t i o n i s p o s s i b l e , t h e r e m u s t e x i s t a p a r t i a l s o l u t i o n V w h i c h is locally superior t o I. I ' i s 
l o c a l l y s u p e r i o r t o I o v e r d o m a i n S' i f R ( I ' ,S ' ) > R ( I , S ' ) . I n t u i t i v e l y , V e x p l a i n s s o m e s u b s e t S ' 
b e t t e r t h a n I d o e s . I f n o s u c h I ' e x i s t s , t h e n I is t h e best s o l u t i o n , a n d I t i s s a f e t o h a l t t h e 
s e a r c h . 

T h i s r e a s o n i n g r e q u i r e s s o m e J u s t i f i c a t i o n . W e c o n s i d e r a l l i n d i v i d u a l e l e m e n t 
l a b e l s t o be o n e - e l e m e n t p a r t i a l s o l u t i o n s , a n d a s s u m e t h a t t h e y a r e a v a i l a b l e t o t h e s e a r c h 
a l g o r i t h m as s u c h . I f s o m e p o t e n t i a l c o m p l e t e s o l u t i o n I " is be t t e r t h a n I , t h e n t h e r e m u s t e x i s t 
a t l e a s t o n e e l e m e n t e i n S s u c h t h a t R ( I " , e ) = R ( l j „ ( e ) , e ) > R ( l j ( e ) , e ) = R ( I , e ) . ( O t h e r w i s e 
R ( r , S ) < R ( I , S ) . ) T h i s o n e - e l e m e n t p a r t i a l s o l u t i o n c a n be e x t e n d e d s tep b y s t e p i n t o I " s o t h a t 
t h e p a r t i a l s o l u t i o n V a t e a c h s tep is l o c a l l y s u p e r i o r to I . W e a s s u m e t h a t s u c h a s e q u e n c e o f 
p a r t i a l s o l u t i o n s c a n be f o u n d b y t h e s e a r c h a l g o r i t h m . T h i s i s a s t r o n g a s s u m p t i o n . M a n y 
s e q u e n c e s o f p a r t i a l s o l u t i o n s m a y lead b y s t e p w i s e e x t e n s i o n a n d c o m b i n a t i o n t o t h e s a m e 
s o l u t i o n , b u t n o t a l l w i l l m a i n t a i n l o c a l s u p e r i o r i t y a t e a c h s tep , a n d n o t a l l m a y be r e a l i z a b l e 
b y t h e s e a r c h a l g o r i t h m b e i n g u s e d . 

W i t h t h i s c a v e a t , w e n o w o b s e r v e a h a p p y p r o p e r t y o f c o n t e x t - f r e e r a t i n g 
f u n c t i o n s : o n c e a s o l u t i o n h a s been f o u n d , o n l y p a r t i a l s o l u t i o n s w h i c h a r e l o c a l l y 
s u p e r i o r t o i t n e e d be c o n s i d e r e d . A l l o t h e r s m a y be deactivated, I.e., i g n o r e d e x c e p t f o r 
c o m b i n a t i o n w i t h a c t i v e p a r t i a l s o l u t i o n s . 

W e c a n n o w e x p r e s s a p o w e r f u l c o n s e r v a t i v e p r u n i n g c o n d i t i o n : A p r o p o s e d s e a r c h 
o p e r a t i o n b a s e d o n p a r t i a l s o l u t i o n s I | , I k m a y s a f e l y be c a n c e l l e d i f 

( 1 ) A n y o f t h e I j h a s been rejected, o r 

( 2 ) A l l o f t h e I , h a v e b e e n deactivated. 
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The halt ing condition is t r iv ia l : halt when all pending search operations have been 
cancelled. 

UNDERLYING ASSUMPTIONS 

Let us now re-examine some of the assumptions on wh ich this method is based, and 
the motivations for making them. 

(1 ) The rating function is context-free. Otherwise the local superiority criterion is 
not va l id . 

(2 ) The labels lmax(e) are known at the beginning of the search, and exist as 
one-point partial solutions. Otherwise correct but low-rated partial solutions might be 
erroneously rejected. Actually, in order to avoid erroneous rejection, it is only necessary to 
k n o w an upper bound function Rmax(e) > R(l,e) for all e in S. The tighter this upper bound, 
the more partial solutions can be rejected. The Rmax function used by the HWIM speech 
understanding system is defined by the score of the best phonetic label for each segment [ 8 ] , 
Since this score is based on the best possible word match for each segment rather than on the 
best actual word match, it provides a poor (over-optimistic) upper bound on the actual word 
rat ings, and produces mediocre results. The Rmax function used In Hearsay-II is defined by the 
score of the highest-rated hypothesized word at each point in the utterance, and produces good 
results. 

(3) If a potential solution I" is better than an existing solution I, the search 
algor i thm must be capable of building I" in such a way that each partial solution I 1 in the 
der ivat ion sequence is locally superior to I. Otherwise the derivation of I" might require 
operating on a set of deactivated partial solutions and be blocked by the deactivation pruning 
heurist ic. 

EXAMPLE FROM HEARSAY-II 

The Hearsay-II speech understanding system [ 2 ] segments a spoken utterance into 
sy l lable- length time intervals. These are the elements. The labels for each element are taken 
from a 1 , 0 0 0 - w o r d vocabulary. A complete solution is a grammatical transcription spanning 
the utterance. A partial solution is a grammatical phrase spanning part of the utterance. 
The rating funct ion is a simple average of label f i t goodness. A (partial) solution I covers a 
time interval [ f irst!syl: last!syl] . Its rating is its average word rating weighted by the number of 
syl lables in each word. I.e., R(I,[first!syl:last!syl]) = Average { R(Wj(sy l ) | A(sy l ) ) ) } , where 
f i rs t lsy l < sy l < lastlsyl, A(syl) represents the acoustic data in the interval sy l , W j ( s y l ) is the 
word label assigned by I to sy l , and R(W | A) measures how closely the word W matches the 
acoustic data A. R ( W | A) is computed by the word verifier [ 6 ] , 

In Hearsay-II, partial solutions are explicitly represented as hypotheses on a global 
data structure called a blackboard. Search operations are proposed by various knowledge 

sources w h i c h monitor the data on the blackboard. The operations relevant to the discussion at 
hand are [ 5 ] 

(1 ) Recognition: given a sequence of words, parse it and record it as a partial 
solut ion i f i t is grammatical. 

(2) Prediction: given a recognized phrase, propose words w h i c h can 
grammatical ly precede or fo l low it. Predictions which are rated above a jpecifled threshold by 
the word-ver i f ie r are recorded on the blackboard as one-word hypotheses. Thus prediction 
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d y n a m i c a l l y ass igns e x t r a labels to e lements , and could p o t e n t i a l l y v i o l a t e o u r e a r l i e r 
a s s u m p t i o n t h a t R m a x ( e ) is k n o w n before the re ject ion p r u n i n g h e u r i s t i c is a p p l i e d . T h i s is 
n o t a p r o b l e m i n p rac t ice , h o w e v e r , s ince most label ass ignment ( w o r d r e c o g n i t i o n ) is d o n e 
a t t h e b e g i n n i n g o f t h e s e a r c h or before the f i rs t complete so lu t ion is f o u n d , a n d p r e d i c t e d 
w o r d s a r e se ldom rated h i g h e r t h a n the best p r e v i o u s l y - r e c o g n i z e d w o r d s . 

( 3 ) Concatenation: g i v e n t w o t e m p o r a l l y ad jacent phrases ( o r a p h r a s e a n d a 
w o r d pred ic ted n e x t to i t and subsequent ly v e r i f i e d ) , conca tena te t h e m a n d r e c o r d t h e 
r e s u l t as a p a r t i a l s o l u t i o n I f i t is g r a m m a t i c a l . 

T h e s e s e a r c h opera t ions are per formed in order of t h e i r p r io r i t i es , w h i c h a r e 
a s s i g n e d b y a c e n t r a l f o c u s - o f - a t t e n t i o n module [ 3 ] , T h e focus module t r ies to order t h e 
s e a r c h i n a b e s t - f i r s t m a n n e r , and succeeds about 50V. of the t ime on t h e c o r p u s tested f o r 
t h i s p a p e r . T h i s f i g u r e seems to increase as the constra ints on g r a m m a t i c a l c o n s i s t e n c y a r e 
i n c r e a s e d , i .e. , as t h e b r a n c h i n g factor of the l a n g u a g e is reduced. For a b e s t - f i r s t s e a r c h , t h e 
best h a l t i n g p o l i c y is to t e r m i n a t e the search as soon as a so lu t ion is f o u n d . N o t e t h a t t h e 
r e j e c t i o n a n d d e a c t i v a t i o n p r u n i n g heur is t ics are inapp l icab le i f t h i s p o l i c y is used , s i n c e 
t h e s e h e u r i s t i c s do not become appl icable u n t i l some so lu t ion is f o u n d . 

EVALUATION 

T h e d e a c t i v a t i o n and re jec t ion heur is t ics w e r e e v a l u a t e d on a corpus o f 3 4 u t t e r a n c e s 
d r a w n f r o m a 2 6 2 - w o r d v o c a b u l a r y . U t te rance l e n g t h ranges f r o m 3 to 9 w o r d s , w i t h a n 
a v e r a g e o f 6 . T h e f a n o u t ( n u m b e r o f g r a m m a t i c a l w o r d successors in e a c h w o r d p o s i t i o n ) 
a v e r a g e s 2 7 f o r t h e corpus . 

E a c h u t t e r a n c e w a s processed in 5 modes. M o d e N uses n e i t h e r h e u r i s t i c ; m o d e R 
u s e s r e j e c t i o n ; mode D uses d e a c t i v a t i o n ; and mode B uses both . In mode F, t h e s y s t e m a c c e p t s 
t h e f i r s t s o l u t i o n it f inds and i m m e d i a t e l y ha l ts . T h e results of the e x p e r i m e n t a r e s h o w n i n 
T a b l e 1 . 

T h e s i m p l e a c c e p t - t h e - f i r s t - s o l u t i o n po l icy used in mode F is fastest , b u t a t a 
c o n s i d e r a b l e cost i n a c c u r a c y , s ince it fa i ls for those runs ( a b o u t 5 0 % ) in w h i c h t h e h i g h e s t -
r a t e d s o l u t i o n is not t h e f i rs t one f o u n d . A more c o n s e r v a t i v e po l i cy f inds these s o l u t i o n s a t 
t h e cost o f e x t r a s e a r c h in those runs w h e r e the best so lu t ion is f o u n d f i r s t . T h e c o r r e c t 
c h o i c e o f p o l i c y ( s i m p l e v e r s u s c o n s e r v a t i v e ) depends on a t radeof f b e t w e e n e f f i c i e n c y a n d 
a c c u r a c y . S i n c e a c c u r a c y is v e r y impor tan t in speech u n d e r s t a n d i n g , t h e c o n s e r v a t i v e 
p o l i c y is p r e f e r r e d despite Its e x t r a cost. 

T h e h e u r i s t i c s c a n be e v a l u a t e d according to t w o c r i t e r ia . First , h o w f a s t is t h e best 
s o l u t i o n f o u n d o n c e t h e f i rs t so lu t ion Is found? As Tab le 1 s h o w s , d e a c t i v a t i o n is a b o u t t w i c e as 
p o w e r f u l as r e j e c t i o n in speeding up th is phase o f the s e a r c h . T h e c o m b i n a t i o n o f h e u r i s t i c s is 
o n l y s l i g h t l y m o r e e f f e c t i v e t h a n us ing d e a c t i v a t i o n a lone . 
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Mode: N R D B F 

Average number of search operations (Hearsay-H know ledge source and p recond i t i on 
e x e c u t i o n s ) to f i n d f i r s t so lu t i on : * 

153 157 145 152 152 

Average number of (percent) extra search operations to f i n d the best so lu t i on once 
t h e f i r s t s o l u t i o n has been found : 

71 58 30 26 0 

4 6 % 377. 21V. 17% 0% 

Speedup i n th is phase of the search re la t ive to mode N: 

1 1.2 2.4 2.7 i n f i n i t y 

Average total number of search operations to f i nd best so lu t ion : 

2 2 3 2 1 5 175 178 152 

Average number o f (percent) extra search operations to sa t is fy h a l t i n g cond i t i on 
once the best so l u t i on has been found (exc lud ing runs In w h i c h t ime or space is exhaus ted ) : 

2 4 1 153 89 52 0 

108% 7 1 % 5 1 % 29% 0% 

Average tota l number of search operations un t i l ha l t i ng cond i t ion is sat is f ied: 

2 8 6 2 8 2 2 5 3 226 152 

Number (percent ) o f utterances in w h i c h ha l t i ng condi t ion is sat is f ied before sys tem 
exceeds predef ined l im i t s on t ime ( 8 0 0 search operat ions) or space ( 1 9 3 K ) : 

4 17 32 32 34 

12% 50% 94% 94% 100% 

Table 1. Results of exper imental eva lua t ion of p run ing heur is t ics . 

1 I dea l l y these numbers shou ld be equal , since the heur ist ics are not appl ied u n t i l the f i r s t 
s o l u t i o n is f o u n d . The va r i a t i on In these f igures Is caused by some randomness i n t he 
H e a r s a y - I I scheduler in choos ing between equal ly promis ing search operat ions. 

2 T h e h a l t i n g cond i t i on is sat isf ied w h e n no more search operat ions are pending, or w h e n a l l 
t h e pend ing operat ions are considered unpromis ing by the system. 

3 Speedup rat ios be tween d i f fe ren t modes are not mean ing fu l here since the set o f exc luded 
u t te rances va r ies f r om mode to mode. 
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S e c o n d , h o w fast is the h a l t i n g condi t ion sat isf ied once t h e best s o l u t i o n is f o u n d ? 
A n i d e a l p o l i c y w o u l d h a l t as soon as t h e best so lu t ion w a s f o u n d . T h e d e v i a t i o n o f a n a c t u a l 
p o l i c y f r o m t h i s idea l c a n be measured by its " h a l t i n g o v e r h e a d , " i.e., t h e a m o u n t o f e x t r a s e a r c h 
p e r f o r m e d a f t e r t h e best s o l u t i o n is f o u n d . W h e n n e i t h e r heur is t i c is used, t h e h a l t i n g c o n d i t i o n 
is s a t i s f i e d i n o n l y 1 2 % of t h e runs ( t i m e or space bounds are exceeded i n t h e o t h e r s ) a n d t h e 
h a l t i n g o v e r h e a d i n those r u n s is 1 0 8 % . T h e re jec t ion h e u r i s t i c succeeds i n s a t i s f y i n g t h e 
h a l t i n g c o n d i t i o n in 5 0 % of t h e r u n s , w i t h an o v e r h e a d of 7 1 % . D e a c t i v a t i o n leads to h a l t i n g i n 
9 4 % o f t h e r u n s , w i t h 5 1 % o v e r h e a d . T h e combina t ion o f both h e u r i s t i c s a lso c a u s e s h a l t i n g i n 
9 4 % o f t h e r u n s , b u t reduces o v e r h e a d to o n l y 2 9 % . 

T h e s e resu l ts c a n be s u m m a r i z e d as f o l l o w s : 

( 1 ) D e a c t i v a t i o n is about t w i c e as p o w e r f u l as re jec t ion in a c c e l e r a t i n g t h e s e a r c h 
f o r t h e best s o l u t i o n once t h e f i rs t so lu t ion has been f o u n d . T h i s d i f f e r e n c e i n e m p i r i c a l 
p e r f o r m a n c e s u b s t a n t i a t e s the i n t u i t i v e not ion tha t the condi t ions for d e a c t i v a t i n g a p a r t i a l 
s o l u t i o n a r e s u b s t a n t i a l l y easier to sa t i s fy t h a n the condi t ions for r e j e c t i n g i t . T h e c o m b i n e d 
h e u r i s t i c s speed u p t h i s phase o f the search by a s i g n i f i c a n t factor ( 2 . 7 ) . 

( 2 ) T h e c o m b i n e d heur is t ics succeed most ( 9 4 % ) o f the t ime in s a t i s f y i n g t h e h a l t i n g 
c o n d i t i o n , at a r e a s o n a b l e cost ( 2 9 % ) compared to the t ime it takes to f i n d t h e best s o l u t i o n . T h e 
l a r g e v a r i a n c e i n t h i s cost and the f a i l u r e to sat is fy the h a l t i n g cond i t ion i n t h e o t h e r 6 % o f t h e 
r u n s sugges t t h a t o t h e r t e c h n i q u e s are needed to f u r t h e r s t r e a m l i n e t h e s e a r c h w i t h o u t 
e l i m i n a t i n g t h e best s o l u t i o n . 

DISCUSSION OF APPLICABILITY 

W h a t proper t ies of H e a r s a y - I I m a k e th is method appl icab le? 

( 1 ) M o s t o f t h e w o r d l a b e l l i n g is per formed before t h e f i r s t s o l u t i o n is f o u n d a n d 
t h e h e u r i s t i c s a r e app l ied . Seldom is a n e w w o r d s u b s e q u e n t l y h y p o t h e s i z e d w i t h a r a t i n g 
h i g h e r t h a n a l l t h e o t h e r w o r d s in Its t ime i n t e r v a l . T h u s the necessary I n f o r m a t i o n ( t h e 
R m a x f u n c t i o n ) is de te rmined before the heur is t ics are appl ied. Except ions do not a u t o m a t i c a l l y 
c a u s e e r r o n e o u s r e j e c t i o n , s ince the R m a x f u n c t i o n g e n e r a l l y p rov ides a s a f e t y m a r g i n b y 
o v e r e s t i m a t i n g t h e r a t i n g of t h e best possible so lu t ion . 

( 2 ) A s o l u t i o n must a c c o u n t for the w h o l e t ime i n t e r v a l o f t h e u t t e r a n c e , i .e. , f o r 
e v e r y e l e m e n t ( s y l l a b l e ) . T h i s fac i l i t a tes the compar ison of e x t r a p o l a t e d p o t e n t i a l s o l u t i o n s 
w i t h a l r e a d y - f o u n d so lu t ions . 

( 3 ) T h e r a t i n g f u n c t i o n for e v a l u a t i n g so lu t ions is c o n t e x t - f r e e . T h i s 
f a c i l i t a t e s t h e l o c a l c o m p a r i s o n o f par t ia l so lut ions w i t h complete s o l u t i o n s . 

T h e c o n t e x t - f r e e p roper ty is s o m e w h a t c o u n t e r - I n t u i t i v e s ince t h e c o n s i s t e n c y 
c r i t e r i a a r e i n g e n e r a l c o n t e x t - s e n s i t i v e , i.e., the admiss ib i l i t y o f a labe l depends o n t h e 
l a b e l s a s s i g n e d to o t h e r e lements . T h e r a t i n g f u n c t i o n m i g h t be e x p e c t e d to r a t e 
s o l u t i o n s ( c o n s i s t e n t i n t e r p r e t a t i o n s ) h i g h e r t h a n incons is ten t e x p l a n a t i o n s , b u t a 
c o n t e x t - f r e e r a t i n g f u n c t i o n does not h a v e th is i n t u i t i v e l y s a t i s f y i n g t r a i t . O u r 
a p p r o a c h separa tes t w o propert ies of a so lu t ion: 

( 1 ) s a t i s f a c t i o n of cons is tency const ra in ts . 

( 2 ) goodness o f f i t b e t w e e n labels and data. 
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C o n s i s t e n c y is c o n s i d e r e d to be a n a l l - o r - n o n e p r o p e r t y a n d is g u a r a n t e e d b y t h e 
f o r m o f t h e s e a r c h . R e l a t i v e g o o d n e s s o f f i t i s a s s u m e d t o be local, r a t h e r t h a n 
c o n t e x t - s e n s i t i v e . W h e n t h i s a s s u m p t i o n a p p r o x i m a t e s t h e t r u t h , i t b e c o m e s p o s s i b l e t o a p p l y 
t h e p o w e r f u l d e a c t i v a t i o n h e u r i s t i c . 

CONCLUSIONS 

C o n s e r v a t i v e p r u n i n g h e u r i s t i c s f o r c o m b i n a t o r i a l s e a r c h h a v e b e e n 
p r e s e n t e d . T h e y o p e r a t e b y e l i m i n a t i n g b r a n c h e s o f t h e s e a r c h w h i c h c a n n o t l e a d t o 
s o l u t i o n s b e t t e r t h a n t h o s e f o u n d a l r e a d y . I n t h i s respec t , t h e y c a n be t h o u g h t o f as 
a l p h a - b e t a p r u n i n g h e u r i s t i c s i n a o n e - p l a y e r g a m e . T h e p r u n i n g h e u r i s t i c s a n d a s s o c i a t e d 
h a l t i n g c o n d i t i o n h a v e b e e n i m p l e m e n t e d i n H e a r s a y - I I a n d s h o w n to be e f f e c t i v e i n t h e r e a l -
w o r l d p r o b l e m d o m a i n o f s p e e c h u n d e r s t a n d i n g . 

W h e n t h e o b j e c t o f a s e a r c h is to f i n d t h e best s o l u t i o n ( n o t J u s t a n y s o l u t i o n ) , 
t h e r e i s a n i m p o r t a n t t r a d e o f f b e t w e e n speed a n d a c c u r a c y . T h e s i m p l e s t h a l t i n g p o l i c y 
a c c e p t s t h e f i r s t s o l u t i o n f o u n d . T h i s p o l i c y is c o r r e c t i f t h e s e a r c h is a l w a y s b e s t - f i r s t ; t h e 
c l o s e r t h e s e a r c h i s t o b e s t - f i r s t , t h e m o r e a t t r a c t i v e s u c h a s i m p l e p o l i c y b e c o m e s . M o r e 
s o p h i s t i c a t e d p o l i c i e s i n c r e a s e a c c u r a c y a t t h e e x p e n s e o f p r o l o n g i n g t h e s e a r c h s o a s t o 
g u a r a n t e e t h a t t h e bes t s o l u t i o n is n o t m i s s e d . 

I n a n e a r l y - b e s t - f i r s t s e a r c h , t h e d i s c o v e r y o f a s o l u t i o n c h a n g e s t h e p u r p o s e o f 
t h e s e a r c h f r o m o n e o f f i n d i n g t h e best poss i b l e s o l u t i o n to o n e o f v e r i f y i n g t h a t t h e r e i s n o 
b e t t e r s o l u t i o n t h a n t h e o n e f o u n d . T h i s c h a n g e o f p u r p o s e s h o u l d be r e f l e c t e d i n t h e s e a r c h -
g u i d i n g p o l i c i e s . 

T h e a p p r o a c h d e s c r i b e d e x p l o i t s c e r t a i n a s s u m p t i o n s a b o u t t h e s e a r c h . 

( 1 ) T h e s e a r c h space c a n be r e p r e s e n t e d b y a set o f e l e m e n t s ( d a t a ) e a c h o f w h i c h 
c a n be l a b e l l e d i n s e v e r a l w a y s . A s o l u t i o n l a b e l s a l l t h e e l e m e n t s a n d s a t i s f i e s s p e c i f i e d 
c o n s i s t e n c y c o n s t r a i n t s . 

( 2 ) A r a t i n g f u n c t i o n e v a l u a t e s h o w w e l l a g i v e n l a b e l f i t s a g i v e n e l e m e n t . A n 
u p p e r b o u n d o n t h e best l a b e l r a t i n g f o r e a c h e l e m e n t s h o u l d be d e t e r m i n e d b y t h e t i m e t h e 
f i r s t s o l u t i o n i s f o u n d . T h e t i g h t e r t h e b o u n d , t h e be t te r t h e p e r f o r m a n c e o f t h e p r u n i n g 
h e u r i s t i c s . 

( 3 ) T h e r a t i n g o f a s o l u t i o n s h o u l d be a f u n c t i o n o f t h e r a t i n g s o f i t s I n d i v i d u a l 
l a b e l s . I t s h o u l d be p o s s i b l e to c o m p u t e a n u p p e r b o u n d o n t h e r a t i n g o f t h e bes t p o s s i b l e 
e x t r a p o l a t i o n o f a g i v e n p a r t i a l s o l u t i o n . T h e t i g h t e r t h e b o u n d , t h e b e t t e r t h e p e r f o r m a n c e . 

( 4 ) T h e b e t t e r t h e f o u n d s o l u t i o n r e l a t i v e to t h e bes t ( g e n e r a l l y i n c o n s i s t e n t ) 
i n t e r p r e t a t i o n I m a x ( w h i c h a s s i g n s e a c h e l e m e n t i t s h i g h e s t - r a n k e d l a b e l ) , t h e m o r e p r u n i n g 
c a n be d o n e . T h e s t r o n g e r t h e c o n s i s t e n c y c o n s t r a i n t s , t h e l o w e r a s o l u t i o n w i l l t e n d t o be 
r a t e d c o m p a r e d t o I m a x , a n d t h e w o r s e t h e p e r f o r m a n c e . 

M a n y s e a r c h p r o b l e m s ( e . g . , s p e e c h a n d i m a g e u n d e r s t a n d i n g , m e d i c a l d i a g n o s i s ) 
a p p e a r t o f i t t h e p a r a d i g m o f " c h o o s e o n e f r o m C o l u m n A, o n e f r o m C o l u m n B , " i .e . , g i v e n 
a l t e r n a t i v e c h o i c e s f o r a set o f d e c i s i o n p o i n t s , f i n d t h e b e s t - r a t e d c o n s i s t e n t se t o f c h o i c e s . 
W h e n e f f i c i e n t b e s t - f i r s t s e a r c h a l g o r i t h m s a re i n f e a s i b l e , s o m e m e c h a n i s m i s n e e d e d f o r 
d e c i d i n g w h e n t o h a l t t h e s e a r c h a n d a c c e p t t h e best s o l u t i o n f o u n d so f a r . S u c h a m e c h a n i s m 
s h o u l d t e r m i n a t e t h e s e a r c h as s o o n as p o s s i b l e w i t h o u t i g n o r i n g be t t e r s o l u t i o n s . T h i s p a p e r 
h a s s h o w n h o w s u c h a m e c h a n i s m c a n e x p l o i t i n f o r m a t i o n a b o u t a l r e a d y - f o u n d 
s o l u t i o n s t o a c c e l e r a t e t h e s e a r c h c o n s e r v a t i v e l y , i .e., w i t h o u t i g n o r i n g b e t t e r s o l u t i o n s . 
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