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ABSTRACT

The sequential symbolic pattern types to be learned are
ordered sequences of sels consisting of pairs of symbols and
weights. The weight definas the likelihgod of that symbol
accupying  the position in the pattern determined by iis set,
Three methods are described for the learning and recognition of
such- patterns  from fraining patterns containing substitution,
deletion, insertion, and repetition errors, Two methods are based
oh a network madel. Each training pattern is represented by a
netwark {regular grammar). These separate nelworks are
combined to farm a single representative network o be used in
the recognition process. The third method is based on 2
positional dependency scheme. This scheme constructs three-
fuples from the training palterns of the form <symbol, weight,
position in pattern> and combines the tuples into lists containing
tuples of the same position. The techniques are apphlied to the
tearning and recognition of syllables and words from the HEARSAY
I1 Speech Understanding System,

INTRODUCT ION

The sequential symbolic pattern types to be learned are
varying length ordered sequences of sets. The setl defines
what symbols were found 1o occupy a given position in the
pattern. A se! consisls af pairs of symbols and weights. The
weight defines the likelihood of that symbel occupying the position
in the pattern determined by its set. Three methods are described
for the learning and recognition of such patterns from training
paltierns containing substitution, deletion, insertion, and repetition
errors. A pattern can be defined as follows:

P= <51, 82, .., Sn>
Si= {<siy, wiy> <sip, wip?, .., <sip, Wiy, >}
where ! 1
P is a patiern
Siis the ith set in P
si; is the symbaol of the jth tuple in the set Si
wij is the weight of the jth tuple in the set Si

The domain from which we draw pallerns is sylable
recognifion in the Hearsay Il speech understanding system [1}
Using syllables as our basic patterns [2] the goal is lo learn
and recognize syllables from symbolic sequences produced. by a
segmenier and labeller. The segmenter divides a speech pattern
into segmenls according amplitude and spectrat criteria. It then
allempts to match one or more labels fo each. segment by
eomputing the FEuclidean distance {o learned phone prototypes.

Present segmentation and fabelling schemes, using a 40 label
set, operate al an accuracy level of 427 with a 657 chance of the
correct labe! appearing in the top three chaices {3) Example 1

illustrates  the differences between segmentation and tabelling
praduced by a trained phonelician and thal produced by a
machine.

Given fraining data in the form of Lb for each syHabile type,
we seek a learning process that exhibits as much as- possible the
foltowing recognition characteristics,

1} Robustness: should be insensitive 1o typical data errors.
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2} Discriminability: must correctly distinguish between syllables
{classes).

3) Speed: must enable fast recegnition or be amenable to
efficient match precedures.

4} Interpretability: the product of the learning process must be
a simple represenfalion that can be easily used and
understaod.

EXAMPLE I:
Exampte of human and machine generaled segment and
acouslic tabels for the word "GIVE" ‘which is an example of
the syllabte type "PIN",

<{<G, 1.0~},
[<IH, 1.0},
f<V, L0} »
la PHONETICIAN'S SEGMENTATION AND LABELLING OF SYLLABLE
"IN

<[<‘r l-0>}s

[<HHI, 336>, <K2, 336>, <T2,.328>},

{<IY1, 1.0=},

{<IH4, 256>, <IX2, 250>, <IH9, .250>, <{H1, .244>},

{<Mi, 208>, <W1, 207> <WW], .195>, <V, 195>, <N1,195>}>
Lh MACHINE'S SEGMENTATION AND LABELLING OF SYLLABLE "PIN"

Related research has been carried out on the inference of
grammars from patterns [4-6] Given a positive {and possibly
negative) set of training data, a grammar is constructed that
generates a supersel of the patterns. This grammar exhibits
the basic characteristics of the training set {e.g., repstition of
subsequences).

The characteristics of the patlerns exhibited in the training
data {symbhol position, subsequence repetition, etc.) are all of equal
importance in the inference of grammars. In our environment
error is a major component of fraining and test patterns. The
existence of errors in training data violates the principal
assumplion of the work in grammatical inference. Contrary to
the error free induction problem faced by grammatical inference
algorithms, our methods must infer reliable pattern definitions
from very errorful data.

There has heen recent interest [10] in the recognition of
syntactic pallerns with substitution, deletion, insertion and
repetition errors. This central problem in this research concerns
the modification of pre-defined slochastic grammar. It does not
approach the subject of how to ¢hoose or construct the grammar to
be modified. It is this grammar with most of the modifications
present that we want to infer with the Network Model.

Previous altempts have been made at solving this problem,
The learning paradigm used by Hoyes-Roth and Burge [7]
constructs paflern  {emplales drom conjunchive  abstractions
of feature descriptions. The resulting templates are used in a
whotistic appreach to pallern recognition. A wholistic approach
utilizes all-or-none pattern malching. If the pattern to be
recognized does not contain  all the features defined in the
templale, the match fails. Qur methods deviale from the above
by using approximating techniques derived from an atomic
view of  matching. The representation produced by our
learning process defines probable: elements that may be found in
the fest pattern. A goodness of it melric is produced by matching
the learned probable elements with the elements contained in the
test pattern,

Smith [8] has also worked on the problem of syllable




recoghifion, Our wmethods differ in that Smith utilizes domain
dependent  knowledge 1o develop specific vowel-centered
sytlable representations, whereas our algorithms are domain
independent. We do not utilize any knowledge of syllables within
our methods.

1.0 NETWORK THEORETIC MODEL,

We can represent a class of symbolic sequences (syllable) by
a directed network. A node represents a symbel and an are
represents the relation "precedes" with a corresponding weight.
Any path through the network determines a sequence in that
class. We recognize a test paliern if there exists a path through
the network for that patiern. We construct the netwark by first
canstructing a separate network lor each training pattern and
then combining the networks into one.

The following describes how the networks are combined
once they are constructed from the training patterns.
Subsequently, two methods are described for constructing a
network from a training pattern.

A pattern can be represented by a path where the
nodes represent labels and the arcs represent the relalion
"precedes” (Example Il A category is a set of symbols that can
occupy the same position in the patlern. If we have several
patterns, we would represent each by a separate path (Example 1)

EXAMPLE ILb: NETWORK OF EX. Lb

OO0

EXAMPLE 111: NETWORK REPRESENTATION OF 3 TRAINING PATTERNS

(WITHOUT CATEGORIES).

We represent a class of symbolic sequences as a directed
network

N<V{N), A(N)> : )

where V(N} is the set of vertices in the Network N and A(N} is the
sel of arcs. Arcs are represented as two-tuples composed of a
pair of nodes (symbols) and their corresponding weight. For

example, <<s;, % Wi, 7 is an arc specitying a transition from s; lo
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s: ahd Wi is the welght assigned fo this transition. A path through
||J19 network represents a symbolic sequence whose probability is
dependent upan the weighis of the arcs along the path.

Lel C; be the.ith class.

Let § be a symbolic sequence.

Then PaliyS) = 5 5554..5,,.

Let Wi, be the wetght for the transition from 5 to Sp

Pr[Path(S) | Ci ] = f(Wl' 2 W2’ ) Wn_i, n}.

Giveh a training set T of symbeolic sequences we want to
construct a network N(T) that represents the class C(T). The
construction is carried out by collapsing the training data paths
info a Network, By collapsing we mean the superimposition of
pariial paths which confain identical nodes. '

¥ sk, 51 € V(SE) and
52p, 52, € V(52)
THEN
VIN(TH = V(S1) u V(52)
AN(T)) = <<shy, 1>, Hwl i w2y m)>
if CIEHINEMHlsY;=s2,)
Alsli=s2.}

A (<<Sli, s> Wli' j> ¢ A(S1))
AA<Ss2y, $2h>, w2y > € AS2D)

OTHERWISE A(NT)) = [«sli, 51j>. wi; j:"
€S2y 2> W ot

One case still remains {o be handled, If we have two
{raining examples

abc efc
we infer the transitions

a-->b b--*¢ e-->f f-->¢
We also want to infer the cross-over transitions

a-->f e-->b
To do this, we store posilional - information in our network
representation.

We define a node s;= <uof, p> where. o« is a symbol and p

is the position of the syml’wl in the original training pallern

When using the previous rules we ignore the position faclor.
The following rule is added.
We add the arc

<<sy, 52,2, h(wli, 5 w2k, m)>
i <<slyy 51> wih > € A(S1)
A <52y, S'Jm" W2 > € AlS2)
A {ply=p2,) !
where sl = <o, plp> and s2p = <4, p2p>

An allernative method using grammars is described in Method
Il under Qrdinal Transitional Grammar.

The “collapsed” network in Example IV shows the regular
paths found in all the paiterns. Tt also indicates afternate arcs
and paths that can be taken in the representation of that class. The
"collapsed™ network method achieves both the identification and
representation of regularities. 1t allows the inclusion of less
likely but neverlheless probable features of that class.

T We torn lo formal  language theory to  represent the
Network and allow ils use in the recognition process.’ '

EXAMPLE 1V: COMBINED NETWORK OF EXAMPLE III.




.11 NETWORK METHOD 1.1: (1.6

Each patiern can be represented by a slochastic left linear
grammar that gencrates only that pattern. A stochastic grammar Is
a grammar with a weight associated with each production.

El = abc

By = .
§5-->aA wll $-->afA0)]
A-->bB  wl2 OR [A0)-->b[BO]
B--»¢ wl3 {B0])-->¢

the construction of the grammar is simple
where the right side of the production is the . terminai symbol
correspanding to the non-terminal in the
production followed by a non-terminal or nothing depending on
whether the terminal is or is not nol the last symbol in the
pattern string. The start symbol produces the terminal and non-
terminat that corresponds o the first lerminal in the example string.

A training  pattern containing symbal duplications  will
precipifale a cycle in the grammar, This is avoided by creating a
unique non-terminal for aach terminal in the paltern.

As can be seen,

es = abac

By =
S-~>ah S-->a[AD] w21
A-->bB  OR [AQ}-->b[BO] w22
B-->afAl] [BO}-->a[Al} w23
{A1)-->c {Alj-->c w24

When a grammar is constructed for each pallern it is
combined wilh the previous grammars to gel a grammar G that
covers alf the g i=l, ., n.

ie, G=gl UEs V.. U g,

The union of two prammars is like set union where each
production is an element of the sel, except the weights associated
with duplicate produclions are summed to get a new weight for that

production.

Bfveay~
L S-->alA0)  wil + w2i
2 [A0]-->b[BO] wi2 + w22
3 [BO]-->c wil3
4 [BOJ-->a{Al] w23
5 [Al]-->c w24

The result of the union is a left linear grammar G =

{Vn, V1, P, S) where

Vi = the set of symbols in the pattern,

Vn = the sel of symhols generated by the above method.
P! = <P, W> where P is a production with waighl W,

5 = start symbol,

A stachastic lefl linear grammar is obtained by dividing the
weight of a production by the sum of - the weighls of production
with the same lef! side of the produclion.

The maximum likelihood path through the grammar denoles

the characteristic pattern for thal class {mosl common
syllable pronunciation),
The above representation carries with il almost all the

information contained in the patlerns, The resultant grammar of
the union operation may be of enormous size. This size can be
restricted by choosing a suilable threshold frequency {probabitity)
and deleting those productions below that threshold.

The first method postulaled a mechanism whers ]
unique non-terminal was constructed for each terminal within a
string. These non-terminals mus! correspond belween strings. A
problem arises when a ferminal is found in more than one place in
Iwo or more patterns.

e.g., abacd abdac

right side of the-
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In the above the ac's in both
ather; i.e, the production [Ai]—->a[CO] would have frequency of
2, even though it occurs in wo different contexts, This is a prime
example of the power of this melhod, The insertion of d does not
reduce the significance of ac as a subsiring of the underlying
pattern,

112 METHOD 1.2

To include context in the left linear grammar,
the following string with new non-terminals,

would be mapped onto each

we construct

e) = abc
Ep } =
& é-—>a[9A]
[SA)-->b[AB]
[AB)-->¢

The first symbol in t{he non-terminal on the left side
corresponds fo the terminal printed in the production two previous
to it. The second symbol corresponds to the lerminal symbol
generated in the immeclialefy preceding production. On the right
side of the production, the first symbol in the non-terminal is the
terminal symbol printed in the previous production and the
second symbol is the symbol to be printed in the next production.

This method includes a conlext of two previous symbol
{second order Markov Moded}, thus decreasing . ambiguity in the.
inferred grammar. But the problem of repetition of the same
terminal occurs here also with sels of two symbols. This method
can be extended so lhat the non-terminal reflects an nth-order
Markov process assumplion,

1.2 METHOD 1],

To facilitate the learning of categories we must add
the previously discussed cross-over transitions of produclions to
the grammar of Melhod I To dg this we allow ordinat
information to be carried in the grammar,

Ordinal Transition Grammar

One of many possible methods is to construct what we will
calt an Ordinal Transition Grammar {OTG). In essence we take a
patiern and change it so that ordinal information is included,

e.g, abc is changed to <T1>a<T2>b<T3>c<T 4>

The OTG is constructed like the previous left linear
grammars with the exception that the terminal assoctated with the
tast <Tn> is blank,

eg., abc <T1>a<T2>p<T3>c<Ta>

5-->afA] [T1]-->a[A]

{Al-->b[B) {T2}-->b[B]

[8}->¢ {13)-->[C]
[A}-->[T2]
(B]-->[T3]
[C}-->c(T4]
5--5{T}1)

An OTG is produced for each pallern. These OTG's are
then combined by whal we call a  Transitive Convolution,
Given two productions [A)-->[T2) and [T2)-->F] the transitive
convolution will produce {A]-->f[F1 Each QTG is convolved with
every other GTG. The transitive convolution of n patlerns is an n
squared operation. )

After all
productions stiil containing

cohvolved grammars  are constructed, any
the positionat information are deleted
from their respective OTG, The OFG's are then combined with the
grammars constructed in the first parl of this outiine.
The procedure is now composed of three steps:
1} construction of both the left linear grammar and the
ordinal transition grammar;
2) the transitive convolution of the O1G's;
3) union of all the grammars to obtain the resgitant
stochastic grammar;
The resultant grammar can be used 4o consiruct a stochastic
finite automalon which accepls members of its class.



20 POSITIONAL DEPENDENCY MODEL

24 METHOD 111

Where the Network theorsetic model recognizes iransitions
from any symbol to another as the primary information, the
positional dopendency model recognizes the position {lime) of a
symbof as lhe primary information,

By grouping symbols according to their position in the
patterns, we define a category of symbols for each time.

IF $1, 52, .., Sn are paltterns where §j = <8j14 Sigy
and Ci, .., Cm are calegories

THEN
Ci = {sl;, s2; .., sn;}

, Sinj“

If we associate a weight with each symbol in the patlern then

5j = <<53‘]1 Wi <Sjpy Wip® oy “Sjp.s Wip,>>
and 1 f
Ci=
<cij, flwlci;), wk)> if (3i)(3k)(cii = ski}
A {<ci;, wici)> ¢ C)
A (<Ski, wki> « Sk)

OTHERWISE Ci = <5|"\i, Wki>
NOTE:f(a, b} is a function for summing two frea.

Recognizing the inherent error in training examples and data
to. be recognized, we allow the inclusion of a symbol in categories
forward and behind in time within an error lolerance proportional
to the original position of the symbol,

<Sjps Wjy> is added to Ci if [k-i|<ez(k}

The resulting categories are then used in the recognition
process as follows, Each symbol in the test pattern is matched
with a symbol in the corresponding time calegory. The
probability of accepling that sequence is a function of the
weights from each category.

ie., Let S be the test patlern than

Pr[S | Cil = Hwly |, W2y 3, o W)
where (ViX3j)si = Ci})

3.0 THE EXPERIMENT

A program was written which implements the following
methods:
1} Network theoretic model; LLG L1
2) Network theoretic model: LLG L1 and OTG
3) Positional dependency model
Input to all programs was in the form of patterns containing
multiple probabitistic choices for each. position in the pattern, An
addilion was made {o bolh | and 1l so that the same type of
syrbol movement as found in Il can be made before transitions
were formed.

LLG I

The weight of each production was defined as the product
of the weights of the two symbols represented in the production.
OTG cross-over was carried out within patlern but not between
patlerns.

LLG and OTG

The same computation asin (1) was performed with the
addition that inter-pattern cross-over was carried out. The
weight of each production tormed in this manner was weighted by a
parameler.

Positional Dependency Model

Weights  of identical symbols within a category were
additively combined lo form a new single weight. The
temporal generalization of a symbol was decided by a lriangular
function where ((n/2}=ctn and f{1)=f{n)=ct, n is the sequence
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length and o is a parameter. The weight of the symbol was
the producl of the original weigh! and a parameler p raised to
the power of the distance from the symbols original positian,

e, .If si placed in jlh position then the new weight is
wis(pl-il)

three cases, weighls are normalized to &
probability = 1.0. in the firsl two melhods, productions having
the same left nonlerminal are normalized. In  the third
wmethod normalization is carried out within categories.

3.1 _RECOGNITION PROCESS

With any representalion careful atiention must be paid to
how the representation is Yo be used in the recognition process.
The recognition process must ulilize all the information in the
learned represeniation.

In all three methods, we compute the following conditional
probability Pr[S | Wil the probability of the test sequence given it
is in {he class of word i. Used by ilself, this denotes the degree
of confidence the acceplor has of the sequence being in class Wi.
This metric is usable in the PANDEMONIUM sense [9] of acceptance
by which acceptor shouts the loudest. In addition we compute
Pr[Wi | S], the probability that we have the class Wi given the
inpul sequence 5. This is computed by

In all

PefS | Wi] Pr[Wi}

It -S=5152...sn. we assume a Markov process and

eslimate Pr[S] as

Prisols ]tPr{salsz]t..JPr[sn[sn_1] where

Pris;,yis;] datais computed from all methods by recording
all transitions and weights and normalizing to 1.0. Since the
occurrence of each pattern in our lesting is equiprobable, Pr{Wi)
was sel o 1.0, In the Hearsay I Speech Understanding syslem,
this parameter can be set by using olher -knowledge oblained
from other sources in the syslem,

Network Theoretic Model

Pr[S | Wi] is computed using two methods:

1} Exhauslive Parallel: Al paths are followed. The
probability of the union of all paths that lead to an and
state in the grammar (accepling stale in the finite
automaton) is found [6]

2} Best-n-First: the n most prabable paths are followed in
the grammar,

In bolh cases afler a symbol is read in the probability of

path that is presenily in an end stale is printed.

Positional Dependency Model

As each symbol is read the corresponding category list is
searched and the weight retrieved. The product of each weight
from each calegory is compuled. I lhe corresponding category
conlains an end of sequente marker, the compuled probability
defines a possibfe recognition strength,

In.all recognizers, if a transition or symbol is not found a
default weight is used (0.0001).

4.0 TEST DATA

The dalalo be learned and fested were created by the
sogmenter and labeller in the Hearsay Ii Speech Understanding
sysfem. Sylable boundaries were approximaled by comparing
the machine generated file with a segmentalion and [abelling of
the same speech by phonetician. Due to the approximate nature
ol the boundaries, many syllable palterns confain labels from
preceding and following syllables. This increases the error in
the Iraining and test patterns. Two sets of lesls have been
carried oul, Test set | contains 12 monosyliabic words, Test set
Il contains 19 syllables. The fraining set for each syflable ranged




from I to 16 palterns. The testing dala were not used in training
patterns,

The fallowing experiment was run on each of the two sels of
test data. Methods I, I1 and 11l were applied to each of the syllable
calegories in  the training data.  The resuftant learned
representalions were Used by a standard recognition program to
recognize lesl exemplars in the learned categories. Thus there
logically existed a recognizer for each category in the training sel.
The recognizer for each learned representation was applied to the
same test datum. The datum was defined as being a member of the
category of the recognizer thal rated it highest.

Each of the learning and recognition methods were tested
with various parameter settings. Both the Exhaustive Parallel and
Best-n-First recognilion procedures were used with learning
methods 1{LLG) and il (OTG).

5.0 RESULTS

Following are the best results for each method:

TEST I
Method I: 12 out of 12 correct = 1007
Methed II: 12 out of L2 correct = 1007
Mathad 111 out of (2 correct = 917

Test 11 { () .denoles correct in top threa)

Methed I 14 {17) out of 19 correct = 737 (907}
Method Tt 15 {L7) oul of 19 correct = 797 (907)
Method I1I: 14 (18) out of 19 correcl = 737 (957)

The depree of success in Test 1 is due in part to the
highly distinguishable . characteristics of the patterns for sach of
the monosyllabic words, Test 1l confains a larger number . of
less dilferentiabte paiterns. As a result, the success rale of
cach method decreases but does not dip below the accuracy
of lthe segmentation and labelling scheme, We believe that an
increase in the recognilion rale for Test 11 can be attained by
further tuning of parameters in both the learning and recognition
process of each method.

The results of Test 11 can be compared to those available of
Hayes-Roth and Burge [7] Their tests are bdsed upon a subset
(12} of the 19 syllables our tests used. Reevaluating our results
without the seven syllabies results in a recognition rate of 10 oot
ol 12 for correct first choice wilh Method 1J, as compared to 11 out
of 12 in the tests of Hayes-Rolh and Burge. The difference in
results is not significant.

6.0 CONCLUSION

The present resulls show that all three methods achieve
almost the same rales of success, No signiticant improvement of
Method 11 (OTG) over Melhod 1 (LLG) has been found. We believe
this. is due fo the task environment we work in. A iraining
patlern contains epough variation that we essentially do not gain
mare information from inter-pattern cross-over than was found in
{he intra-pattern cross-overs.

In both the les! sets, the Exhaustive Paralle] and Best-n-First
do not signiticantly differ. Selection of the best method will require
further testing. :

- The  recognition rates of all three methods are greater than
the accuracy of the segmenter-labeller. This implies that both the
Network and Positional Dependency methods. are appropriate
models for this and other errorful environments, The success of
each method is due to its abilily to handle effectively sach ot the
characteristic errors.

Through the learning of the more probable {higher frequency)
subpaths the Nefwork Model is able to learn in the presence of
“insertion, substitution and delgtion errors. The existence ot ‘both
alternate paths and subpalbs allows this learned model to be used
for recognition in the same ehvironment thal the learning took
‘place.

The Positional Dependency method, through it explicit use of
positional calegories handles the substitution errors quite well,
When femparal generalization is added, the model performs well in
the presence of insertion, delefion and repelition errors,
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The three methods are not only capable of learning
the characteristics of the fraining dala bul are able to infer new
symbol lransilions, pesitions, and categories by means of the
crass-over transition technique and temporal generalizalion of a
symbol within its originat paltern. This allows the recognition
of patterns containing error raits not found in the {raining data,

Further testing and parameler tuning need to be carried out
before optimal recognition rales are achieved. Higher order
Markov assumptions in the conslruction of the grammar in the
Metwork Model remain to be tested. in addition, an analysis of
the effect of sample size on performance should prove to be very
useful, Because these methocs employ approximate methods of
represenlation and pattern malching, it is anticipated that they will
be effective even when training data are few.
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