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An Organizational View of Distribﬁted-

Systems

MARK S. FOX, MEMBER,‘I‘EEE ' '

Abstract— The relationship between organization theory and distributed
systems is studied. By viewing distributed systems as analogous to human
organizations, concepts and theories germane to the management science
field of organization theory can be applied. Task complexity, uncertainty,
coupled with resource constraints are shown to be important factors in
deciding how a system is to be distributed.

I. INTRODUCTION

ISTRIBUTED SYSTEMS are difficult to design. At

least two approaches should be taken to alleviate this

problem. We should build more distributed systems (learn-

ing by doing) and draw upon ideas from other fields (e.g.,

" biology, management science) that have considerable expe-

rience with their own distributed systems (learning by

analogy). This paper is an example of the latter. By viewing

distributed systems as being analogous to human organiza-

tions, concepts and theories germane to the management
science field of organization theory can be applied.

To begin our discussion, a distributed system 1s defined
as a particular organization—task decomposition and con-
trol. regime—resulting from the distribution of a set of
tasks over a set of logically or physically disjoint processing
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elements. Research in distributed systems has focused
analyzing classes of systems. Systems where multiple ta
exist but share the same goal have been termed reams '
Team tasks where the data (resource) are (initially) ph
cally distributed, e.g., weather monitoring, have come
der the study of distributed sensor nets [2]. Team tasks t
require the sharing of data (raw or processed) have b
termed cooperative [3]. Tasks where control is hierarchi
are called organizations [4]. Though a variety of structu
forms have been distinguished, there is a paucity of kno
edge available to guide system design. Moreover, the
sign of a distributed system’s hardware often precedes
organizational analysis, resulting in inadequate archi
tures. The major problem with designing distributed
tems 1s deciding how the task should be decomposed ¢
the control regime to be used, and this choice of org:
zation is determined by features of the task (domain) :
some measurement critena.

Economics and management science have had a hist
of designing and analyzing distributed systems, L.e., hur
organizations. Beginming with Adam Smith’s theory
labor division [5], through the more current organizatic
work of March and Stmon [4], Galbraith [6], and Willi
son [7]). much research has centered around construc
distributed systems that best suit a particular task. Gi
the existence of this body of knowledge, can it be app
to distributed systems design in the computer sciences?
stated another way. 1s the distributed computer syster
human orgamzation metaphor valid? Distributed syst

0018-9472 /81 /0100-0070500.75 ©1981 IEEE
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ce the problem of allocating tasks, resources, and infor-
ation to a set of processors. These are precisely the
.oblems of human organizations. Hence it appears valid
the macro level, but does it hold at the micro level, i.e.,
ses the computer processor share characteristics with the
1man mind? Simon’s theory of bounded rationality seems
splicable here: '

The capacity of the human mind for formulating and

solving complex problems is very small compared with the

size of the problems whose solution is required for
objectively rational behavior in the real world—or even for

a reasonable approximation to such objective rationality

(8.
he human mind’s processing capacity is limited. This
ssult is what Simon calls bounded rationality. Bounded
ationality implies that both the information a person can
bsorb and the detail of control he may wield is limited. As
1sks grow larger and more complex, means must be found
5 effectively limit the increase of information a person
ees and the complexity of control. Bounded rationality is
. prime factor in the evolution of multiperson organi-
ations from an unregimented group to more structured
lternatives. :

A computer processor also has a limited processing
apacity. A processor can execute only a limited number of
nstructions per second. This limits the amount of informa-
jon a processor may process and the amount of control it
nay exercise within a given time period. Hence, pro-
srammed systems, whether centralized or distributed, may
-xhibit symptoms similar to the bounded rationality ex-
sibited by humans when capacities are exceeded. The
metaphor appears viable. .

The purpose of this paper is to attempt a technolog
transfer from the field of organization theory; to transfer
both descriptive and analytical information to aid in the
analysis and design of distributed systems. Fig. 1 depicts
the overall approach to be taken in analyzing such systems.
The design of a distributed system (organization) requires
the selection of an organizational structure, i.e., processes
(modules) and communication paths, and a control regime.
The efficacy of a selected organization is dependent upon
complexity and uncertainty features of the task. De-
termining how uncertainty and complexity affects the
organization requires measurement techniques, for exam-
ple, transaction analysis. Finally, the measurement cannot
be interpreted without some reference criteria called
organizational goals. ,

The following sections elucidate the levels in Fig. L.
First, the Hearsay-11 speech understanding system archi-
tecture which will be used as an example throughout the
paper s described. Next, the analysis of organization the-
ory is begun by surveying the set of organization structures
and control found in the literature. The requirements for a
theory of organization analysis are then described, fol-
lowed by an analysis of two task features, uncertainty and
complexity, which affect the organization (level 2). For
most task features, an analysis technique is outlined (level
3} and an organizational solution specified (level 1).

LR
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Fig. 1. Organization analysis.

[1. AN ExampLE: HEARSAY-IT

Throughout this paper, organization theoretic concepts
will be introduced. To aid the reader in interpreting their
applicability, we apply and contrast these ideas with the
architecture of the Hearsay-11 speech understanding sys-
tem. The reader should refer to the following description
throughout the rest of the paper.

Hearsay-1I [9], [10] is a system designed to understand
connected speech.‘ Utterances, without artificially intro-
duced pauses between words, are spoken to the system.
Hearsay-1I must interpret, understand, and reply to the
utterance. The current version of Hearsay-11 retrieves and
answers qucstions about abstracts stored In its data base
{1y

The process of understanding utterances requires the
application of many sources of knowledge: acoustic, syl-
labic, lexical, prosodic, syntactic, semantic, pragmatic, etc.
Each source of knowledge can be used to interpret the
utterance at its own particular tevel of representation. Each
source of knowledge only partially represents the knowl-
edge a human brings to bear when parsing speech. These
sources represent the state of the art of our knowledge of
the speech understanding process. Because of the incom-
pleteness of the knowledge, the understanding process is
saturated with error. Thus speech understanding is a search
in a large space of possible interpretations for the ulterance
that best fits the input data. i.e., the speech waveform.

The design of a speech understanding system must allow
the integration of sources of knowledge in such a way that
they may gracefully interact. The errorfulness of the

'See [30) for a good introduction to the problem.
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processing requires. that the program have the ability to
redirect its attention whenever the current best interpreta-
tion of the utterance proves implausible.

The approach taken in Hearsay-II 1s as follows. The
knowledge in the system 1s represented in separate processes
called knowledge sources (KS’s). Each KS contains a sep-
arate portion of knowledge such as syntax and semantics:
SASS [12]; lexical:POMOW [13]; semantics: SEMANT
[14}. The knowledge is integrated by allowing the knowl-
edge sources to communicate via a blackboard (BB). The
BB is a common dynamic data structure. Each KS can be
viewed as an expert in its particular field and contributes
to the *discussion” among the experts by reading and
writing information on the BB. The mode of BB interaction
1s hypothesize and test [15}. Each KS can either place an
hypothesis, describing its Interpretation of BB data (i.e,
other hypotheses), on the BB, or test (i.e., accept or reject)
BB hypotheses produced by other KS’s. As mentioned
above, the knowledge in the different XS’s can be used to
interpret the utterance at different levels of representation.
Specifically, the levels of representation (knowledge) form
a hierarchy. Each level is built upon a lower level. The
lexical level is built upon the syllabic, and the syntactic
upon the lexical. The job of a KS is to construct an
interpretation (hypothesis) at its level of expertise by pos-
tulating (or testing) hypotheses constructed from hypothe-
ses at a lower level or by elaborating hypotheses from a
higher level. . :

The processing of the system is data-directed. It is
directed by the current state of the BB data.? Each KS can
view BB hypotheses at its level(s) of expertise. Whenever a
change 1s made to an hypothesis or the BB by a XS, other
KS’s react through further hypothesization and testing. At
any time there are many possible KS’s capable of execut-
ing. The choice of which KS to execute is controlled by
policy modules and the scheduler. Together they provide a
focus of control (FOCUS) mechanism [16] capable of
directing the system’s attention to the currently best hy-
potheses, or redirecting the system when the current hy-
pothesis proves unfruitful.

Fig. 2 shows the organization of the Hearsay-II system.
Fig. 3 shows the blackboard hypotheses for interpreting the
utterance “Tell me about beef.” Initially, the segmentation
KS segments the speech input and places on the BB
hypotheses for all possible labels of the sound in each
segment. The syllable KS (MOW) looks at the label hy-
potheses and transforms them to syllables. The lexical KS
(POM) transforms syllable hypotheses to words and the
syntax and semantics KS (SASS) transforms words to
phrases. SASS also predicts, top down, missing words
which causes the lower level KS's to attempt to verify the
predictions. At any time over 100 possible KS executions
are queued. FOCUS chooses the best KS to work on the
more highly rated hypotheses.

ZEach hypotheses is rated. It is a function of the ratings of the
hypotheses it is constructed from and the knowledge used in the construc-
tion.

SYNTAX
AND
SEMANTICS

BLACKBOARD

FOCus
OF
ATTENTION PHRASE

ME...(83) b...{50)
ABQUT._, {88)BEE .. (80)
ARE...(83)

WORD YOU...{3) SIVE...{73)

BEEF...(70) T0...(68) N
Do.A.zss;

GIVE..(68) WHAT. .. (63) NE...(63)

SYLLABLE ~
SIGNAL SEGMENT WORD
ANALYZER ! TIME ] HYPOTHE SIZER

o H

HYPOTHESIZE AND TEST
DATA—~DIRECTED PROCES3ING

WORD
VERIFIER

Fig. 2. Hearsay-1I architecture. -

1.  ORGANIZATIONAL STRUCTURE AND CONTROL

An organization was defined as a composition of stru
ture and control regime. The set of possible structure
range from strict hierarchies to heterarchies. Possible cor
trol regimes range from an employment relation wher
people (processes) are directly controlled by others vi
agreed upon commands, to a price system where service
are contracted. In the folldwing, a variety of organizatior
found in the organizational literature are defined an
related to the Hearsay-11 architecture.

The simplest organization is the single person. The pe
son performs all tasks, reacting to information and tt
environment when necessary. A single-person organizatio
suffices as long as the person has the resources to achiey
the goal. If Hearsay-1I had only a single KS, it could [
viewed as a single-person organization.

As the task requires more resources {mental or physical
the size of the organization increases, requiring more con
plex control and an increase in information processir
capabilities. Organizational forms such as a group result. .
group allows the cooperative coordination of individu:
members to achieve a shared goal. The task is divided u
and subtasks are allocated to members who are best able t
execute them. Coordination in a group is achieved throug
mutually agreed upon decisions. To achieve this type ¢
coordination, group members must share all available i
formation. They must understand it and be able to con
municate their views. Finally, they must arrive at a decisio
that satisfies all. Each step in the coordination probleni is
sertes of transactions. In its simplest interpretatio
Hearsay-11 is a group. Though all KS’s are theoretical
independent, their tasks are well integrated for uchieving 1}
problem of understanding speech. The PUPG system [17)
another example of a group organization.

As the size of the group increases, collective decisio:
muking becomes costly. The cost of information distrib
tion and communication required to converge to a con
mon decision increases. Hence a simple hierarchy evolve
A simple hierarchy has two levels. The top level contains
single decisionmaker who coordinates the efforts of t}
persons on the lower level. Complete information must t
made available only to that person. and he must have tt
authority to effect changes in the organization’s behavio
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Fig. 3. Hearsay-II blackboard.

Proper coordination, implying employment and authority
relations, and distribution of information, is required for
the organization to be effective. The final version of
Hearsay-11 fits this definition. The FOCUS KS made overall
scheduling and directional decisions. (Also see SU/P[18], a
derivative of Hearsay-11.)

As the size of the single product organization grows,
groups and simple hierarchies fail due to bounded rational-
ity. The decisionmaker is unable to process all information
(saturation). A uniform hierarchy results. Multiple levels of
management are created to insure proper and centralized
decisionmaking. Each level of the hierarchy acts as a filter
on the mmformation and decisions that are propagated up
the hierarchy. Decisions are made at the lowest level in the
hierarchy that has both the information to make the best
decision and the authority to execute it. Such an organiza-
tion could be constructed with a hierarchy of Hearsay-11s.
Each subsystem is a separate Hearsay-1I system with a
manager (focus) and employees (the rest of the KS’s). Such a
structure can be found in [19).

As the uniform hierarchy increases in size and the num-
ber of products, powers of control are impaired, resulting
in transactional diseconomies. With multiple products being
produced, competition for the same resources arises among
units. The problem of allocating resources so that enough
are available to produce the products on schedule 1s quite
complex.

One approach to reducing these effects is the multidivi-
sional hierarchy. The organization is split along product
lines. Each division is in full control of the tactics involved
in producing their product. Hence control is situated lo-
cally where the information that enahles control is availa-
ble. Strategic control is vested in an elite staff assigned to a
general office. The general office is concerned with stra-
tegic planning, appraisal and control including resource

allocation. If one viewed the interpretation of each area of
the utterance lime line as a separate “product,” then the
distributed Hearsay-II system [ 20] closely approximates this
structure. Distributed Hearsay-11 differs from a multidivi-
sional hierarchy in that there is no strategic planning KS.

As the orgamzation grows, so does the coordination
problem and the amount of the information to be processed.
A significant step towards solving the problem is the price
system. A number of disjoint organizations are available to
produce a product or supply a service. Actions are initiated
after the successful negotiation of a contract. This system
ehiminates all forms of control between units. All com-
munication is contained in a contract to purchase some
product or service. Control is exerted through the price of
the product. Price (should) reflects the marginal cost of the
product. The assumption is that through marginal pricing
of goods, all resources will be utilized without waste. If a
product is priced too high, it will not be purchased, if too
low, the unit supplying it will go bankrupt. Communication
and control in Hearsay-1I is noncontractual. The system was
designed so that KS’s share the same goal and blackboard
communication process. Contracting assumes that a set of
independent processes exists. Once processes enter into a
contract, an organization Is instantiated. Hence, contracting
can be viewed as the dynamic creation of a system archirec-
ture. One could interpret a pre-Hearsay-II architecture as a
heterarchy of unrelated KS’s. A focus-like KS would let
contracts to other KS's to do various speech understanding
Junctions, with the resulting posicontractual architecture being
similar to the Hearsay-F1 architecture.

With the introduction of the price (or market) system, an
organization does not have to create a new unit for each
new function but can contract for the function in the
marketplace. The next step in the evolution of an organiza-
tion 1s a collective organization. The hierarchy is split into
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separate organizations who cooperate to achieve a shared
goal. In one sense a collective can be viewed as a set of
organizations that share long-term contracts.

The next step in successive reduction of control and
information flow is the introduction of competition. Com-
peting approaches to goal achievement are allowed (in the
marketplace) with many organizations available to achieve
any goal. Hence each organization peruses its own goals
which correspond to another organization's needs. This is
the general market situation. Services are contracted for in
the marketplace for short or long periods of time.

IV. CHOOSING AN ORGANIZATION

The previous section presented a variety of possible
organizations. The question remains: which organization is
best suited for the task at hand? Developing an analytical
theory of organization choice is the ultimate goal. Sadly,
none exists yet,> but a descriptive approximation to the
analytical theory can be sketched. It contains three parts:

1) a delineation of diagnostic features of a task,

2) a set of organizational structures and control re-
gimes that can cope with these features, and

3) a way of measuring how well the organization per-
forms.

In the descriptive theories developed by organization
theory, two features have received major attention. The
first is complexity. Complexity is defined as excessive
demands on rationality. That is, task requirements exceed
current bounds on computational capacity. For example, a
manager receives more information than he or she can
possibly read, or must coordinate more workers than he
possibly can: Three types of complexity are described in
the following sections: information, task, and coordination.

The second feature is uncertainty. Galbraith [6] in his
explication of the contingency theory* approach to organi-
zation, states that organization structure is dependent upon
uncertainity and diversity of task. Uncertainity is defined
as the difference between information available and the
information necessary to make the best decision. Variation
in organizational structure results from diverse attempts in
reducing uncertainty.

Contingency theory design strategies are based on the
manifestation of uncertain information. We depart from
the contingency view by defining three additional types of
uncertainty. First, uncertainity can manifest itself in infor-
mation. This means that the correctness of the information
can be represented by a certainty measure;” the organiza-
tion may not fully believe the information (stimuli) 1t
perceives. For example, the correctness of a survey of

consumer desires concerning a product the company pro-

duces is always under scrutiny. The second manifestation
of uncertainty is found in the algorithm. No matter how

ISystems science [31]. computer scicnce [32], £33]) aruficial intelligence
(221, [34]. and decision theory {1] have done some work towards this wdeal.

“Contingency theory has two premises: 1) there is no best way to
organize, and 2) all ways of organizing are not cqually effecnive.

SLesser ef al. {34] propose a measure called refliability.
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certain the information a decision is based on, the decision
itself may be uncertain due to knowledge lacking in the
possible outcomes of the decision. Optimal decisions based
on analysis of possible outcomes have been extensively
studied [1].

The contingency theory interpretation of information
uncertainty is that at each state in the organization all
information is assumed true (e.g., how much material 1s
around, how many machines broken, etc.) but is a poor
predictor of future states. Hence the information is uncer-
tain in the sense that it is a poor estimator of environmen-
tal change. The focus is actually the changing environment
and not the information. We call this environmental uncer-
tainty. The environment changes over time (from state to
state), and the organization must adapt to these changes in
state. A fourth type of uncertainty commonly found in
organizations is behavioral uncertainty. An employee, unit
(department), or another organizations cannot always be
depended on to produce the contracted for products or
services.

The second part of the theory would associate organiza-
tion structures and control regimes that can adequately
cope with the complexity and uncertainty features of the
task. Such associations are described in the next two sec
tions.

Finally, the theory requires a way of measuring how well
an organization performs its task. The task goal provides
the measurement criteria. Goals such as minimizing re
source consumption, maximizing production, minimizing
quality, etc., are commonly found in business orgamiza
tions. These are analogous to reducing time and space
increasing processing power, and producing results o
higher certainty (validity) in distributed systems. One mea
surement technique that has experienced renewed interes
in management science is transaction analysis [7]. Transac
tions take on a rather broad definition. They encompas
normal contractual agreements, communication of mfor
mation, monitoring, delegation and control, and most othe

_activities that require interaction among participants withi

an organization or market. The handling of transaction
requires the consumption of resources. Hence transaction
are too complex when they require more resources than ar
available (bounded rationality); complexity reduction bs
comes the problem of minimizing resource consumptios
The distributad system analog is that processing 1s resourc
limited. Memory, cycles, and bandwidth are limited. Henc
transactions among processes have to be well-structured t
minimize resource consumption. Transactions can also t
characterized by the assumed differences in information
motivation, and behavior amongst the parties of the tran
action. By detailing the transactions among organizatic
participants, the efficacy of alternative organization.
structures can be measured.

In the next two sections, the second part of the theory-
associating structure and control with task features—
elaborated. A variety of complexity and uncertainty type
and organizations for reducing their effects are describe
Where possible. a transactional approach for measuri
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uncertainty and complexity is defined. And the suggested

organizations are interpreted in the Hearsay-1l architect-
ural framework.

V. ComprLEXITY REDUCTION TECHNIQUES

A. Information Complexity

Bounded rationality limits the amount of information a
human or processor may process within a given time
period (or other resource constraint). Information becomes
too complex when it requires more processing than availa-
ble in order to be properly analyzed and understood. Ways
must be found to reduce the complexity of information so
that humans and processors can be more effective.

Recognizing information complexity requires the char-
acterizing of information flow as transactions. For each
communication channel the average number of transac-
tions and processing per transaction must be compiled and
compared to the processing power of the receiving person
(or module). :

How is the information complexity reduced? By abstrac-
tion and omission. Abstraction is attained by use of several
levels of representation. A purchasing manager does not
care how much material is used every minute in a depart-
ment, or how 1t is used. He is interested only in gross usage
of materials. Material /minute is a detail that can be ab-
stracted into material /day or material /week, while its
usage can be ignored completely, since the former is actu-
ally an abstraction of it: A second approach to information
reduction is computer-based summarization techniques.
Whether statistical or graphical in nature, information can
be reduced to a few meaningful parameters.

Information complexity, due to a processor’s bounded
rationality, also exists in distributed systems. Accordingly,
similar techniques have been used. Examples of these tech-
mques can be found in the Hearsay-1I and Baseball [21]
systems. In Hearsay-II information is represented at many
levels (Fig. 4). Each level is an abstraction of the lower
levels. A KS that makes a decision at the syntax level only
uses information at the syntax and lexical levels, without
going into the more detailed levels. To do so would require
a greater information processing capacity and the ability to
interpret information at those levels. To analyze informa-
tion complexity, each hypothesis would be considered a
transaction. Then knowing the average number of hypothe-
ses at each level, the average number of hypotheses pro-
duced by a KS, and the average number of resources
consuwimed by a KS when processing a hypothesis, complex-
ity limitations can be calculated. (See [2 2] for more detatl.)
The concept of omission requires that a module’s task be
analyzed to deduce what information must be communi-
cated, and what should be stored or hidden locally and
communicated on demand.

B Task Complexity

Task complexity is concerned with the volume of actions
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Fig. 4. Levels of representation.

volume exceeds a manager’s ability to grasp the tas
“gestalt,” then this complexity must be reduced. The so
tion to this problem is the division of labor [51. T
requires the partitioning of resources (men and materia
modules and computer resources) into units. Each unit
assigned a specific task related to the organizational ec
The manager delegates jobs to these units, viewing them
primitives® in the organizational plan. Each unit then int
prets the control instructions and expands upon them
control the primitives within-the unit.

The encapsulation of both mechanism and informati
is primary to the proper structuring of an organization.
is necessitated by bounded rationality. The following «
scribes the characteristics of units that satisfy the
straints imposed by bounded rationality.

1) View the numerous actions (programs) contained
a unit as a single action (abstraction).

2) Control units as if they were primitive actions {pl:
ning in abstraction spaces).

3) Delegate authority. Commands to a unit
elaborated by and within the unit.

4) Reduce information flow. Information within a u
can be summarized by the unit.

5) Hide detail. Information and control not needed
other units is hidden within the unit.

Interpreting the above constraints in the design of distr
uted systems requires that

1) the products of the process must be well defined:

2) the interaction between processes must be minin
(near decomposability);

3) theeffects of a process upon other processes must
understood;

4) clear lines of authority must be recognized;

5) clear lines of information flow must be recognize

The first interprocess constraint is a minimum requil

“ment. We must know what a process produces before it ¢

be used. The second reduces the control complexity of t
orgamization which may reduce its effectiveness. The thi
Is necessary so that one process’s action will not undermi-

®Viewing units as primitives is another example of an abstraction.
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another process’s. The last two points insure proper control
and the information upon which to base that control.

The architecture of Hearsay-II conforms to many of
these requirements. A KS is a unit that can be viewed as a
single action. In Hearsay-11 stimulus-response frames are
used to describe the effect of a KS as a single action to the
scheduler. A KS hides its algorithm and temporary results
from other KS’s and restricts its communication to a few
hypotheses on the blackboard. The blackboard structure
mechanism clearly defines how KS’s communicate and
how they interact (simply posting an hypothesis may cause
another KS to react). s

C. Coordination Complexity -

Task and coordination complexity are strongly linked.
Once a task has been decomposed to a point where it is
comprehensible, coordination must be considered. If the
units cooperate in the completion of a task, then, there is
usually resource dependence between them, i.e., informa-
tion, partial products, etc. The actions of each unit must be
coordinated so that each produces the proper resource at
the proper time. -

At present there are few heuristics that guide the division
procgss so that coordination complexity is reduced. One of
these is the definition of near decomposability of a system
{23] which implicitly appears in the contingency theory
approach to design: construct the units so that the interac-
tion between units is minimal. '

~Analyzing coordination complexity is similar to analyz-
ing information complexity. The set of transactions neces-
sary to carry out a task are quantified and compared to the
controlling person or module’s limited resources.

It has been thought that task size (space and time) can
be overcome by adding more processors and memory. Such
simplistic views ignore the problem of dependence in task
decomposition. Empirical and analytical results on multi-
processor systems such as C.mmp [24] and CM" [25] have
shown that linear speedups are not always attalnable [26],
[27). In some problem situations there is an upper bound
on the effect of added resources. Conversely, linear speed-
ups can be obtained if algorithms and information storage
are carefully analyzed and properly structured. Conse-
quently, greater attention to task decomposition in pro-
gram orgaruzations and problem solving must be paid.

Following is a set of organizational substructures that
reduce the complexity of coordination.

1) Slack Resources: One aspect of coordination com-
plexity is the coordination of coupled tasks. Tasks are
coupled when the input of one depends on the output of
another. Tasks are tightly coupled when state changes in
one task immediately affect the state of another task. To
reduce the tightness of the coupling, slack resources are
introduced. Buffer inventories are inserted between cou-
pled tasks so that if one task has something g0 wrong with
it, the other tasks are not immediately affected.

Two interpretations of slack in distributed systems are 1)
the replication of tasks {processes, modules) on alternate
processors in case of a processor failure, and 2) the replace-
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ment of procedure calls by message queues. Requests and
messages to a task are placed in a queue to reduce the
synchronization (tight coupling) of tasks.

Slack has also been used extensively in computer hard-
ware. The reliability of hardware has been extended by the
duplication of functional units. Space vehicles, for exam-
ple, duplicate essential units. Slack appears in a number of
ways in Hearsay-1I. KS’s can be duplicated on many
processors so that the same task can be carried in parallel.
Secondly, the creation and placement of multiple hypothe-
ses on the blackboard can be viewed as creating a buffer
inventory. A KS has many hypotheses to work on and can
continue processing without being aware of what another
KS is doing or is not doing.

2) Function Versus Product Division: The coupling of

‘tasks can also be reduced by proper decomposition.
" Organization theory distinguishes between two types of

organization partitioning. The first is a product or self-
contained division. This division requires that units be
centered around the product that is to be produced by the
organization. The second type is a functional division. A
functional division orients the units to the functions neces-
sary to produce the products (e.g., purchasing, marketing,
materials, etc.). Why do we have these alternate forms of
division? Depending on characteristics of the problem being
solved by the organization (e.g., producing a plane), one
division reduces complexity while the other increases com-
plexity. An important measure of complexity is the amount
of coordination. Any division of a problem assumes that
there is greater interaction within a unit than between units
(interaction locality). A system that exhibits interaction
locality is called a nearly decomposable system [23]. When
interaction locality no longer exists, the coordination of
units becomes too complex.

An example of the division methodology is the restruc-
turing of an operating system. The creation of scheduler,
memory manager, 1/0 controller, and file manager mod-
ules is-a functional decomposition. Each Job interacts with
the modules and indirectly with the other Jjobs. Thus coor-
dination between jobs is important and time-consuming. If
the machine was restricted to Basic and APL program-
ming, the generality would not be necessary. The operating
system could be divided into two modules, an APL module
and a Basic module. Each would contain a mermory
manager, file manager, etc., plus certain physical resources
such as disk, a portion or main memory, etc. Coordination
would concern resources shared by both modules only:
Economy of specialization and reduced coordination is
achieved. Hearsay-11 is a functional decomposition. Each
KS embodies a function required for each level of speech
analysis.

3) Contracting: In an organization there may exist func-
tions that are (oo costly to carry out, This cost may be
due to

e lack of experience within the organization,

e small usage, hence economy of size is not afforded,
e coordination problems,

» information processing problems.
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1t is simpler for the organization to contract for this service
in the marketplace, hence information is reduced to a
single price, control to contractual terms. Conditions exist
under which contracting is not achievable; this is usually
due to the idiosyncratic nature of the job.
Williamson views most positions in organizations as being
idiosyncratic. Though a position may be characterized by a
general job classification, the organization, methods of
communication, people interacted with, on the job learn-
ing, etc., make positions idiosyncratic. A primary conse-
quence is that the cost of replacing a person is not negligi-
ble, nor is the service easily contracted for in the market-
place.

1t is unclear how transaction analysis would detect situa-
uons where contracting is applicable. A simple approach
would be to tag all transactions (communication, control,
resources, etc.) with. the task that produces and consumes
them. Tasks whose transaction costs exceed some function
of the market cost for the same product or service should
be contracted.

The problem of market versus hierarchical organizations
is important when more than one task is competing for the
same resources (element, memory, etc.). Hence ownership
(employment contract) of a processor and associated pro-
cess by one task is uneconomical if it is under-utilized
vhile external demand is high. Greater utilization is af-
‘orded when the element is a free agent, able to contract
services to many different tasks.

2. The Complexity Shift

tis clear that complexity has a definite effect on organi-
ation structure. The cause of the transition from single
'eTson to group to simple hierarchy was ascribed to capac-
ly excesses stemming from bounded rationality. As tasks
'ecome larger, processing capacities are exceeded, requir-
1g task decomposition and allocation. Groups fail when
1formation sharing exceeds capacity (resources), and de-
isionmaking and coordination becomes too complex. Sim-
le and uniform hierarchies utilizing information reduction
chniques and authority relations appear. Uniform
ierarchies usually suffice until the organization grows to a
oint of producing multiple products. As a result, interac-
on among modules reaches a thrashing level. This is due
> competition among organization participants (depart-
1ents, people, modules) for other participant’s attention
+g- competition among different products for the same
ssources). The multidivision hierarchy deals with this
‘oblem by decomposing the organization along product
1es so that key departments (modules) are duplicated for
ich product division. The next step in reducing informa-
>n and control complexity is to contract for products and
rvices in the marketplace. Information is reduced to a
1gle variable: price.

VI, UNCERTAINTY REDUCTION TECHNIQUES

In the contingency theorv apnproach ta areanisatine
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action analysis [7] also focuses on uncertainty in transac-
tions as a cause of organizational change. The emphasis in
the former is information uncertainty, while in the latter it
is behavioral uncertainty. Because of the fuzziness of the
definition of these two types, Section 1V introduced four
types of uncertainty: information, algorithm, environment,
and behavior. A detailed discussion of each of the uncer-
tainty types and their effects can be found in [22], {10]. In
following, we analyze how uncertainty affects the structure
of organizations. '

Information uncertainty can be reduced using verifica-
tion techniques such as synthesis or prediction. To reduce
or recover from algorithm uncertainty distributed systems
must maintain multiple approaches to achieving a task,
e.g., multiple hypotheses in Hearsay-1I and relaxation tech-
niques [37], or formulate new programs of action: data
gathered, programs constructed and executed, results
evaluated and program repaired (feedback). Some work in
the latter approach has been done in artificial mtelligence
[38], but much research remains.

It is often the case that the existence of information,
algorithm, and/or environment uncertainty results in be-
havioral uncertainty such as opportunism. Opportunism
occurs when a party in a transaction takes advantage by
making self-disbelieved threats or promises, or withholds
information. The opportunistic party secures a contract
that is less favorable to the other party than might be
obtained otherwise. The following are factors that lead to
behavioral uncertainty.

Information impactedness [7] is a differential of infor-
mation between parties of a transaction. Impactedness may
be due to bounded rationality considerations because of
the amount of information, unavailability of information
due to one party’s mability to communicate, or a party’s
deliberate hiding of information. Impactedness would be of
little concern if the cost of achieving parity was not pro-
hibitive in most cases. Information impactedness is a recur-
ring condition for opportunistic behavior.,

Small numbers is a market condition where the number
of market participants is small, circumventing the marginal
pricing behavior of competition. Contracting under a small
numbers condition may result in opportunistic behavior
due to participant’s lack of competitive pressure.

First-mover opportunity occurs when a person or organi-
zation has idiosyncratic knowledge of a particular functon,
which is unattainable (due to cost and mformation im-
pacisdness) by other market participants. As a result, a
smai! numbers market condition results, enabling oppor-
tunistic behavior. A first-mover condition can appear when
a person in an organization attains wdiosyncratic knowledge
of his particular job, or an initial contractor attains idio-
syncratic knowiedge of the contracted Job. 1n subsequent
contracting for the same or similar job, or searches for new
personnel, the previous person or contractor has a consid-
erable advantage due to their superior (1diosyncratic)
knowledge.

B 0 A



tion is, “What organizational structures facilitate the adap-
tation process?” In contrast to complexity, uncertainty,
especially environmental and behavioral, appears to, shift
organization structure in the opposite direction, from
heterarchy to hierarchy.

“The smooth operation of markets requires marginal pric-
ing, little uncertainty, and no opportunistic bargaining in
small-number situations. Market uncertainty may invali-
date contracts before they expiré: materials may not be
available, prices increase, a strike occurs, etc. Insuring
uncertain events requires complex contingent contracts,
but at some point accounting for all possible contingences
becomes too costly. Bounded rationality also limits contin-
gent contracts. Contract writers cannot foresee all possible
contingencies or assimilate the necessary information to do
so. Hence uncertainty in market environments must be
small.

Reducing information to a single signal, price, results in
information impactedness which opens the door for op-
portunistic behavior. Opportunism will succeed only if a
small-numbers bargaining situation obtains. Barring that,
competition among market participants shonld attenuate
opportunistic behavior since no advantage can be attained.

Long-term contracts in the marketplace are not feasible
due to uncertainty and bounded rationality. Under such
conditions it is better to make spot (short-term) contracts.
Spot contracting allows organizations to sequentially adapt
to changing environments. This reduces the information
and certainty required in writing a contract. A problem
immediately occurs negating the satisfiability of spot con-
tracting. That is, the initial contractor obtains first-mover
advantages resulting in small-numbers bargaining.

As uncertainty increases in the marketplace, bounded
rationality reduces the market’s ability to contract accord-
ingly, and as opportunism appears in first-mover
advantages, an alternate form of organization must appear.
Such a form is the collective organization. Market par-
licipants are integrated into a single organjzation to coop-
erate in achieving a single goal. Hence bargaining costs are
Jowered and idiosyncratic tasks are undertaken without
risk of exploitation. A collective approach allows greater
adaptability to uncertain environments since formal con-
tracts do not exist and the collective jointly decides in 2
sequential fashion how best to adapt to the current situa-
tion. Opportunism does not appear since it is a joint
venture. Information impactness is reduced by sharing
information among the group.

The transition from the market (as typified in the above
structures) to a hierarchical organization has been called
vertical integration. Vertical integration is the process of
adding to a hierarchical organization a product or service
that was originally contracted for in the market. Uncer-
tainty, information impactness, opportunism, etc., are the
attributes in the market that have to be considered when
analyzing the cost of contracting versus integrating into the
firm.

As uncertainty increases, the transition from a heterarchy
to a hierarchy becomes preferable. The attributes of a

hierarchy that support this are {7, p. 40] as follows.

1) In circumstances where complex contingent claim
contracts are infeasible and sequential spot market
are hazardous, internal organization facilitates adaj
tive sequential decisionmiking, thereby economizin
on bounded rationality.

2) Faced with present or prospective small-numbe:
exchange relations, internal organization serves t
attenuate opportunism.

3) Convergent expectations are promoted, whic
reduces uncertainty. .

4) Conditions of information impactedness are mo
easily overcome and, when they appear, are le
likely to give rise to strategic behavior.

5) A more satisfying trading atmosphere sometim
occurs.

More importantly, hierarchies are not bound to particul
courses of action. Due to the employment relati
employees have with the firm and the firm’s ability
control resource allocation, unexpected situations can
dynamically adapted to: employees assigned new tasks a:
resources assigned to different products. This flexibility
not typically available in contracted relations. Finally, t
type of hierarchy created is dependent upon size a
number of products produced, which in turn determis
the organization’s complexity.

The problem of behavioral uncertainty has not be
considered in computer systems. Such a problem can oc
in hierarchical organizations but is more prevalent
market situations. The question can be asked whet
distributed systems will ever be organized as markets. St
a possibility is near.

Recent work has demonstrated the feasibility of c
puter networks supporting a market organization.
example, assume that each host on an ARPANET-
network is a separate organization offering services. i
products to other hosts. Each host has a software pack
that allows it to decide what services to acquire and
under a variety of conditions. In their discussion of h
level protocols for networks, Sproull and Cohen {28]
scribe a network plotter protocol (NPP), a language
describing graphics plotting tasks which allows ma
participants to communicate about plotting
work of Smith [29] defines a protocol for
among modules. Hence the mode of market interact
contracting and bargaining, and the language for desc
ing the task, NPP, have been created for the tash
contracting for plotter printings by market participant.
a commercial network (monsubsidized), the price t
charge for their services must reflect the costs of main
ing them, and if the same service is provided by more
one host (c.g., color graphics output, lliac-4-like servi
competition may occur. Hence the equivalent of a m:¢
organization will result. Problems of complexity and wi
tainty can arise, requiring the application of the redu
techniques described in the previous sections.

tasks.
contrac
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Reduced communication in markets (ie., price) implies
luced information inviting information impactedness
nditions. If modules can be hard-wired to share the same
al, then opportunistic advantages due to an information
balance will not occur, but when modules have the
edom to choose when and where to do processing,
ithods of prerating module performance (e.g., similar to
credit agency) and monitoring of module performance
: required to reduce opportunistic behavior. Transaction
alysis suggests the latter can be too costly in the market,
1ce requiring the integration of a market function into
organization.

VIL CONCLUSION

farly computer programs bore little resemblance to hu-
n organizations, but as the problems attacked grew in
, Tesource limitations appeared and prevented the
cess of programmed solutions. Resource limitations can
viewed as the cause of bounded rationality whose effects
)ear in programs as in businesses. One can view the
k in artificial intelligence as attempts circumvent re-
rce limitations. Hence it is not surprising to find pro-
ms that (attempt to) exhibit “intelligence” that also
dlay characteristics of human organizations. Systems
h as Hearsay-II have shown trends that reflect human
anizations and human problem solving methods (also
[17], [35], [3]). These trends have resulted in modules
t contain problem solving characteristics similar to hu-
1S, -
1 this survey of organization theory ideas, we have
nd that some of the solutions to organizational prob-
s have already been discovered and used in computer
ems, and some have not. What organization theory
s contribute is another way of looking at distributed
ems. That complexity and wuncertainty are two im-
tant faciors in deciding how to structure an organiza-
- It appears that complexity and uncertainty are two
osing forces; complexity forcing a distribution of task
nately resulting in a heterarchical structure: uncer-
ty pushing in the opposite direction, vertically integrat-
tasks into a more hierarchical structure (Fig. 5). By
zing this view, the distributed system designer has an
mization tool kit that contains structures and control
mes that reduce the effect of the particular factor. It
provides a pointer to transaction analysis—which at
time is still poorly developed—as a tool for recogniz-
these factors.
n important view underlying this paper is that mod-
- processes, and tasks act like humans in an organiza-
- Consequently, the problem of motivation, a cause of
tvioral uncertainty, must be considered. Little attention
been paid to motivation in computer programs, but the
nt of the module approach to constructing complex
rams and the limitations on resources (e.g., Processors)
necessitate a module’s ability to decide when and what
lems to work on. Once self-motiviation appears in a

1 . ~
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Fig. 5. Organization structure continuum,

This paper lays part of the groundwoik for constructing,
a theory of distributed system organization design. The
approaches described by organization theory are interest-
ing and useful but not rigorous. Better methods of measur-
ing complexity and uncertainty must be found. Whether
these measures will be derived from organization theory,
system science, or computer science remains to be seen.
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